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ABSTRACT
An estimated 100,000 people work today as commercial content
moderators. These moderators are often exposed to disturbing con-
tent, which can lead to lasting psychological and emotional dis-
tress. This literature review investigates moderators’ psychological
symptomatology, drawing on other occupations involving trauma
exposure to further guide understanding of both symptoms and
support mechanisms. We then introduce wellness interventions
and review both programmatic and technological approaches to
improving wellness. Additionally, we review methods for evaluat-
ing intervention efficacy. Finally, we recommend best practices and
important directions for future research. Content Warning: we dis-
cuss the intense labor and psychological effects of CCM, including
graphic descriptions of mental distress and illness.

CCS CONCEPTS
•Human-centered computing→HCI design and evaluationmeth-
ods; Collaborative and social computing; • Applied computing→
Psychology.
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1 INTRODUCTION
Commercial content moderation (CCM) consists of assessing user-
generated content (UGC) for compliance with a commercial social
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media platform’s terms of service and community guidelines [59,
67, 129]. While most UGC posts are categorized as benign, large
amounts of non-compliant text, image, audio, and video content
are also posted. To highlight the scale of this problem [155], 160,000
instances of violent extremism were taken down in one year on
Google Drive, Photos, and Blogger [20], and Facebook removed or
applied warning labels to approximately 3.5 million items of uncivil
or violent content in the first quarter of 2018 [48].

Non-compliant posts range from copyright infringement and
infractions of regional speech to obscenity laws, such as profan-
ity or nudity, to disinformation [e.g., 71]. Generally, CCM policies
are difficult to universalize and put into hierarchies, as they are
context-dependent (e.g., local cultures, languages, countries, and
laws) and dependent on individual platforms’ cultural norms. Ex-
treme visual content can include depictions or actual acts of gore
or lethal violence, such as murder, suicide, violent extremism [42],
animal abuse, hate speech [92, 136], sexual abuse, child or revenge
pornography [133], and more [26, 87, 131].

Ideally, we could rely on machine learning to automatically de-
tect problematic content. However, human interpretation is often
necessary due to high accuracy requirements and costs of errors,
the subjective nature of the task, and complex, ever-changing mod-
eration policies and forms of offending content [24, 55, 127, 128].
Chen [26] estimates that over 100,000 paid content moderators are
staffed globally, spanning internal reviewers, contract workers from
third parties, and outsourcing to online labor [59, 125].

While moderation work might be expected to be unpleasant,
there is recognition today that repeated, prolonged exposure to
specific content, coupled with limited workplace support, can sig-
nificantly impair the psychological well-being of human modera-
tors [19, 45, 67, 109, 113]. Along with the risk of continued exposure,
juggling interactions or relations with management or platform
users [161], and needing to maintain externally prescribed accuracy
or throughput quotas for acceptable job performance exacerbates
psychological discomfort [26, 56, 161]. An oft-noted concern is that
moderation has led to a form of posttraumatic stress disorder (PTSD)
known as vicarious trauma for some moderators [19].

Moderators, often limited in their possibilities to publicly speak
about issues they face in their jobs, have articulated themselves
through open letters some of their most pressing concerns: high
accuracy and throughput targets, exposure effects, insufficient coun-
seling, lowwages, and lack of hazard pay, the sense that they should
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be directly employed instead of through outsourcing companies, as
well as concerns over the impossibility to speak about the job pub-
licly, among other issues [45, 50, 53, 119, 135]. News articles have
further shed light on alleged pressure on counselors to share the
content of counseling sessions [14]. Moderators have articulated
in open letters that companies create a "Big Brother environment"
which is taking away their "sense of humanity" [119], and demanded
from Facebook to "keep moderators and their families safe," to "max-
imize at-home working," to "offer hazard pay," "end outsourcing,"
and "offer real healthcare and psychiatric care" [53].

Contributions. Building on our earlier technical report [89],
this article makes three primary contributions. Firstly, we discuss
moderators’ psychological symptomatology, drawing on other occu-
pations involving trauma exposure to further guide understanding
of both symptoms and support mechanisms. Secondly, we introduce
wellness interventions for confronting these challenges through a
combination of psychological and technological interventions. We
further discuss how to measure the effectiveness of such interven-
tions. Finally, we recommend additional best practices, as well as
important directions for future research.

Our authorship spans academia and industry, bridging exper-
tise in technology, social science, and clinical mental health. We
come together through a strong alignment of our shared values
and interests in finding and developing opportunities to support
the well-being of content moderators’ betterment. We advocate for
the continued growth of academic-industry partnerships engaging
with these issues, advancing both scholarship and practice.

2 THE HUMAN COST OF MODERATION
2.1 About Content Moderation
Moderation work varies greatly in practice. Amoderator may act be-
hind the scenes, reviewing a content queue [109] to approve/reject
without any interaction with platform users. Alternatively, a mod-
erator may be a participant in an online community such as Reddit,
and thus known to users and held accountable by these users for
moderation decisions. Degrees of agency of moderators diverge, de-
pending on the approach towards moderation a company is taking
- between a more laissez-faire approach at Reddit and the rather
rigorous regimes of the likes of Facebook or Google, as well as on
whether moderation is done on a volunteer basis, or as a job.

A variety of tools and processes are typically employed by mod-
erators to manage the volume of UGC. As Myers West [102] notes,
ML tools and filters are increasingly utilized to increase efficiency.
Platform flagging tools can also allow users to report questionable
content, cued up for human moderators to adjudicate. Thus, mod-
eration can be carried out either as content gets uploaded or after
problematic content is reported by users [85].

Artisanal, community-reliant, and commercial moderation work
differ in their nature and demands [21, 76]. Social media companies
such as Facebook, Google, and Twitter would fall into the paradigm
of commercial moderation. In contrast, smaller companies may
pursue artisanal or community-reliant strategies that may allow
higher agency for volunteer moderators. Such volunteer modera-
tion has been key to many online communities and groups and can
be understood as a form of civic labor [93, 94]. Flagging mechanisms
utilize volunteers to assess which content should be taken down

[34, 103]. A broader definition of moderation may also include col-
lective corrective action, in which users bond together to drown
out negative speech [164]. As content moderation pervades all as-
pects of digital life, it is imperative for companies, governments,
and citizens to develop collaborative strategies of governance in
which responsibilities for the policing of content are shared among
multiple stakeholders in a framework of ”cooperative responsibility”
[70]. We distinguish unpaid volunteer work vs. paid work when
exploring the emotional labor of moderation, the workers involved,
and the situational dynamics and triggers at play.

2.2 A Social Justice Perspective
According to Kranzberg’s first law of technology [86], “Technology
is neither good nor bad; nor is it neutral.” An important stream of
HCI research interrogates the many ways technology can impact
social justice [43] issues, directly and indirectly, and how new tech-
nologies can be designed to advance social justice through advocacy
or reduce inequality and injustice [143].

Consideration of content moderators and advocating on their
behalf is also consistent with work on giving voice to underrep-
resented or vulnerable populations which might be adversely im-
pacted by new technologies [41, 132, 146, 160], along with research
promoting worker-centered design [41, 52]. Various research has
sought to support online workers in particular [12, 63, 64, 73]. In
these various spaces, HCI research can actively pursue and con-
tribute to positive social change by striving to understand those at
risk of exclusion, adopting a social justice orientation via appropri-
ate design strategies, and putting this into practice [143].

While social justice themes are often invoked in calls to sup-
port moderators [9], we should also consider the framing of work
underlying such calls, shaping personal and popular perception
about what is just and whether assistance is truly needed. On one
hand, CCM has been portrayed as stigmatized work of last resort
[159], a“dirty job” [116], and ‘the worst job in technology” [158].
On the other hand, there is a competing portrayal of noble work
to keep the internet safe for others, which workers can take pride
in [1, 45, 112, 162]. When work is stigmatized, calls for aid may
conversely provoke apathy or concern, depending on the audience.
A framing of helplessness may bolster such calls, while a frame of
autonomy may suggest external intervention is unnecessary.

Similarly, when work is invisible [73] or perceived as unimpor-
tant, there may be less awareness or concern about social justice.
This reflects another dichotomy in perceptions today of work and
its value for social media platforms. Regarding invisibility of moder-
ation work, as Newton [109] writes, “...so many people have written
to me just to say that they didn’t know that human beings were
actually doing this work. They assumed it was all automated.”

Perception of work importance is often focused on required
skills rather than the necessity of the work itself. While skilled and
creative ITwork is often respected andwell-compensated, relatively
unskilled and rote data processing is typically afforded less stature
and reward. While moderation work is relatively unskilled, it is
simultaneously ”one of the most crucial jobs created by the internet
economy” [106] and lies at the very essence of what social media
platforms offer today [59, 129], yet it is largely taken for granted.
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When Covid-19 struck, Facebook’s Zuckerberg [165] discussed:
“...a small percent of our critical employees who can’t work remotely,
like content reviewers working on counter-terrorism or suicide and
self-harm prevention...” Calls for social justice for moderators often
contrast the critical role moderators play in social media platforms’
functioning – and the greater health hazards of the work – vs. their
seemingly lower status and benefits provided vs. other platform
personnel, who are directly employed [9].

2.3 Human Computation and Crowdsourcing
Human abilities still exceed state-of-the-art AI for many data pro-
cessing tasks, including content moderation. While AI will continue
to improve, the use of human computation enables companies to
deliver greater system capabilities today [8, 19, 90, 121], what Gray
and Suri call AI’s “last mile” [64]. Growth in human computation
also creates new economic mobility opportunities, earning crowd-
sourcing the moniker of “The New Sewing Machine” [115].

A strength and weakness of crowd work [84] is that it is often
invisible to consumers [73]. Terminology such as “Human Process-
ing Units (HPUs)” [38], “Remote Person Calls (RPCs)” [10], or “the
Human API” [73] highlight how human labor can be obscured and
mediated by opaque APIs. Such APIs are central to integrating hu-
man work into these systems. Still, the technical jargon may also
hide or diminish the crucial role of human workers in powering
these systems, perpetuating invisibility of a global workforce that
is by its very distributed nature difficult to put a face on [5, 64].

In addition, whenever work becomes less publicly visible, work-
ing conditions do as well. Irani and Silberman [73] opine that “by
hiding workers behind web forms and APIs... employers see them-
selves as builders of innovative technologies... unconcerned with
working conditions.” Gray and Suri [64] describe as “ghost work”
the unseen labor needed to maintain online content infrastructures
and services, such as annotation and database work necessary to
fuel AI. Similarly, Ekbia and Nardi [47] suggest intelligent systems
in practice nearly always embody man-machine heteromation, yet
the human contribution is often overlooked or diminished vs. the
narrative of technological determinism and advancement.

Content moderation fits a natural niche for human computation
since the content is difficult to automatically moderate. Perversely,
while human computation mechanisms now enable us to call on
human workers in such cases, this also seems like precisely the sort
of task that one might most wish to automate since exposure to
disturbing content cannot harm an algorithm. Dwoskin [45] reports
that “It’s the first job where I interviewed people where several
people told me they would be happy if A.I. took over their job.”

As noted earlier (Section 2.2), moderation work also remains
largely invisible today. Some moderation work is, in fact, done via
online crowdsourcing. Much is performed in secure offices with
non-disclosure agreements, preventing moderators from discussing
work or inviting others into their workplace [45, 57]. Like modera-
tion, there are also competing narratives about worker empower-
ment vs. exploitation. The portrayal of crowd workers as victims
is common in popular press [107], while the narrative of agency
emerges more in first-hand accounts in worker forums [153]. Deng
et al. [41] pursue a value-sensitive design approach to address the
“duality of empowerment and marginalization” of such work.

2.4 Emotional Labor in Volunteer Moderation
Whereas commercial platforms can be challenging to study, a grow-
ing body of work has studied volunteer moderation on Reddit and
Twitch [23, 81, 161].

Wohn [161] investigates the emotional labor of volunteer mod-
erators on the Twitch live-streaming platform. Since moderation
work involves great repetition of negative experience, Wohn notes
this can trigger secondary trauma and eventual burnout. “Secondary
trauma is the acute response to being exposed to someone else’s
traumatic experience” [161], while burnout results from “continual
exposure to traumatic material” [95]. Another emotional toll found
by Wohn [161] was a simple lack of appreciation where moderators
did not feel sufficiently valued for their work contributions.

Dosono and Semaan [44] investigate the emotional labor of vol-
unteer moderators on Reddit, noting that little was known about
the experiences of the people doing this largely invisible yet neces-
sary work to sustain the online community for others. They find
that “the work moderators engage in is personally emotional, and
they encounter threats to their personal privacy and well-being.
The longevity of online communities rests on the backs of the mod-
erators... [r]isking personal safety and wellness for the social good...
constantly exposed to disturbing content that may have long-term
effects on their mental health.”

Jhaver et al. [75] discuss how automated content regulation
on Reddit can reduce moderator exposure to offensive content
but at the emotional cost and anxiety around real or potential
automation mistakes. Regarding emotional labor on another Reddit
forum, Gilbert [58] describes one moderator’s crisis of conscience
over whether to remove certain content: “we just felt so shitty as
moderators... our community... is meant to be giving people answers
about the past, but ... it’s become a platform for these poor women
to become humiliated again..." To cope, moderators were found to
band together behind the scenes to share their feelings, be they
annoyance, frustration, or more significant emotional burdens.

2.5 Emotional Labor in a Commercial Setting
The emotional cost of CCM work has been reported in popular
press for nearly a decade [24–26, 69]. Sarah Roberts [124, 129]
can be attributed as observing and describing the emotional toll
of content moderation for the longest time in academic research,
and has also coined the term ’commercial content moderation’ for
industrial-style moderation. In recent years, reporting by Casey
Newton [108–113] has shone publicity onto connected issues.

In one example, Newton [111] reports moderators finding their
belief systems altered and psychological wellness impaired by con-
tinual exposure to disturbing content. Newton [109] describes a
content queue at one company dedicated entirely to violent and
extremist content, such as rapes, be-headings, or murders, with an-
other on child abuse videos. Newton [111] even reports a moderator
dying at his desk from a heart attack, presumably triggered by the
work. In the documentary film “The Cleaners”, a moderator suicide
occurs after repeated requests for a transfer are denied [116].

Moderators may triage content anywhere from 9-10 hours a
day, 4-5 days a week [141]. Dwoskin [45] reported that one of
five counselors supporting 450 moderators in Austin, TX stated
the work could cause a form of PTSD known as vicarious trauma.
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“They have to pause the video, they have to rewind the video. They
have to zoom in on the video to see what’s really happening. They
have to see it, and they say they can’t unsee it” [46].

We do not know how prevalent PTSD is among moderators.
In 2019, Cambridge Consultants [19], commissioned by Ofcom
(the UK’s communications regulator), reported that “Moderating
harmful content can cause significant psychological damage to
moderators... The psychological effects of viewing harmful content
is well documented, with reports of moderators experiencing post-
traumatic stress disorder (PTSD) symptoms and other mental health
issues as a result of the disturbing content they are exposed to.”
Newton [113] writes, “From my own interviews with more than
100 moderators over the past year, it appears to be a significant
number [get PTSD]. And many other employees develop long-
lasting mental health symptoms that stop short of full-blown PTSD,
including depression, anxiety, and insomnia.”

To date, no scientific studies have been conducted quantifying
the prevalence of PTSD among moderators. We know that within
the broader population of people exposed to secondary trauma, 7.8%
experience lifelong symptoms, whereas 3.6% will have a 12 month
period at which they exhibit full criteria for PTSD. Notably, such
secondary exposure to trauma yields far reduced rates of sympto-
mology vs. those who experience trauma directly themselves [104].
We must also consider sampling bias, especially in non-scientific
journalistic or anecdotal accounts, in which the population of par-
ticipants (e.g., those interviewed) may disproportionately reflect
symptoms. Ultimately, more research is needed.

In scholarly work, the emotional labor of CM work is attracting
increasing attention [36, 44, 75, 80, 129, 161], including related
conferences: Roberts’ “All Things in Moderation” (2017) at UCLA
[154], as well as events at Santa Clara (2018) [134] and at USC
(2018) [27, 151]. The Santa Clara event [134] included a recorded
session on mental well-being, and Roberts’ [126] essay highlights
challenges and opportunities for worker wellness. Given recent
litigation [54, 56], Roberts speculates that “...there may be liability
for firms and platforms that do not take sufficient measures to
shield... workers from damaging content whenever possible and to
offer them adequate psychological support when it is not.”

It is important to note that many factors contribute to the stress
of CCM work beyond exposure. For example, volume quotas (akin
to a call center) increase pressure on moderators, and moderators
reported that “constant measurement for accuracy is as pressurizing
as a quota” [45]. Roberts [129] has discussed how the factory-like
nature of CM can cause burnout for many workers, including grow-
ing reluctant to discuss their work with those close to them so
as not to burden them. During Covid-19, another stressor was be-
ing required to come into the office and risk exposure, while most
platform employees were allowed to work from home [89, 165].

Psychologist Stefania Pifer runs theWorkplace Wellness Project
[120], which advises technology companies on moderator care.
According to Pifer [45], a key challenge with companies today is “a
clash between a call center model designed for low-cost labor and
mechanized tasks and a feeling among workers that the burdens
placed on them go well beyond that of a traditional call center
employee.” In her words, companies "might provide Zumba and
yoga and access to a counselor, but they aren’t thinking about how
not being able to get up at any point in the day [162] might be

increasing the psychological impact — or how holding people to a
rigid number of tickets, or accuracy counts could be adding more
harm.” Facebook has similarly noted [45] that “Finding the right
balance between content reviewer well-being and resiliency, quality,
and productivity... is very challenging at the scale we operate in.
We are continually working to get this balance right...”

The adverse effects of moderation can be better understood using
Karasek and Theorell [79]’s demand-control model of risk factors.
Job requirements such as volume quotas and accuracy goals in-
crease demands while limiting autonomy, sense of control, and
recovery time, increasing the probability of the employee strug-
gling with heightened psychological stress [2]. High job demands
and a low sense of control result in high-stress workplaces [2]. Em-
ployees with a greater understanding of power possess increased
self-efficiency, mental health, self-esteem, and productivity.

3 LESSONS FROM RELATED PROFESSIONS
Given the limited research on the impact of graphic content on mod-
erators, we draw on related occupations that have an extended body
of prior work studying distress due to direct or indirect exposure
to disturbing material. These findings can inform understanding
of moderators’ potential experience and symptomatology when
similarly exposed to graphic content and potential prevention and
treatment options that have been tested. Of course, exposure alone
is not the exclusive determinant of what renders content modera-
tion emotionally taxing. We can relate moderation to these other
professions via both exposure and broader job stressors.

Regarding exposure, when drawing comparisons with other pro-
fessions, it is essential to differentiate between primary and sec-
ondary exposure and active versus passive engagement. Content
moderation involves second-hand exposure, with actions more pas-
sive vs. these other frontline professions. However, these actions –
though farther removed from constituents – can still have a conse-
quential impact. Moderators may rightfully feel as though they are
shielding others from content exposure, a predisposition that is not
passive. Overall, findings from these three related occupations sug-
gest that content moderators may develop similar symptomatology
and be at risk of developing anxiety, depression, or STS.

Journalists. Reporters often witness traumatic events, such as
natural disasters, murders, mass casualties, etc. Monteiro et al. [100]
conclude that exposure to traumatic events and media can induce or
exacerbate feelings of psychological distress in journalists, leading
to an unwillingness to work on certain types of investigations and a
reduction in trust, morale, and job satisfaction. Feinstein et al. [51]
explored the effect of uncensored UGC on the psychological health
of 116 journalists and found that the frequency of exposure to UGC
was a predictor of psychopathologies such as anxiety, depression,
or PTSD. Journalists may be in situations where they encounter
distressing material in the field first-hand and second-hand in on-
line research. The connection between PTSD and journalism has
manifested itself in research programs, such as the Dart Center for
Journalism and Trauma at Columbia’s Journalism School, which is
interested in not only the ethical coverage of trauma but also the
effects on journalists from covering traumatic events.
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Emergency Dispatchers. Dispatchers are also exposed to sig-
nificant traumatic material in the form of distressed callers. Just as
content moderators, dispatchers are not on the scene of the incident
but are expected to decipher graphic details of traumatic incidents
in a timely manner [61]. As a result of the work, dispatchers report
peritraumatic distress, or distress development immediately follow-
ing the trauma, due to at least one call while on duty [152]. Pierce
and Lilly [118] assessed trauma exposure, peritraumatic distress,
and PTSD symptomatology in 911 dispatchers and found, as, in
Troxell [152], a high prevalence reported peritraumatic distress.
Additionally, researchers state that even though dispatchers are
physically isolated from the traumatic event, exposure to the critical
event can reach the threshold to produce PTSD symptomatology.
Similar to content moderators, emergency dispatchers are not on
the scene. However, they directly interact with those experiencing
trauma, unlike the commercial moderation setting.

Sex-traffickingDetectives. Brady [16] surveyed 433 sex-trafficking
detectives to explore the impact of job-related factors with the risk
of secondary traumatic stress (STS), burnout, and compassion satis-
faction. One in four detectives reported low compassion and a high
prevalence of STS and burnout. Similarly, Perez et al. [117] found
that officers who investigated Internet child pornography cases
reported higher secondary traumatic stress disorder as they were
exposed to more disturbing media. Repeated exposure to highly
stressful traumatic situations was found to negatively impact some
officers’ cognitive abilities, memory, mental health, and overall well-
being [3]. Detectives may encounter trauma in the field (primary)
and online (secondary), with frequent exposure. Responsibility to
help victims may increase both stress and pride.

Burns et al. [17] interviewed fourteen internet child exploita-
tion (ICE) investigators on their strategies and best practices when
processing disturbing material. Initially, many felt well-adapted to
manage the graphic content, but upon review of material, quickly
felt overburdened with the amount and extreme graphic nature
of the content [17]. When discussing their job requirements, they
reported the urgency to understand the breadth of work truly.

4 MODERATORWORKPLACEWELLNESS
While there is extensive literature on the health benefits of well-
structured workplace wellness programs [88], moderation work
differs from traditional corporate positions with repeated expo-
sure to disturbing content, challenging working conditions, and
stringent performance metrics [22, 88, 123]. This repeated exposure
increases moderators’ risk of developing anxiety, depression, stress
disorders, heart disease, interpersonal conflict, and substance abuse
– similar to other occupations involving exposure to traumatic
events (Section 3). If left untreated, this can lead to absenteeism,
lower quality of life, burnout, and work dissatisfaction [4].

Cognitive health protection seeks to mitigate such risks by pro-
viding holistic wellness offerings, including mental health care
[147], by addressing the impact of workplace conditions along with
performance demands and their relationship with deterioration
in mental health [88]. Given vast literature in occupational health,
safety psychology, and clinical psychology addressing distinguished
risk factors, employers can aid in prevention andmediation of devel-
oping adverse symptomology through two types of interventions

– programmatic (Section 5) and technological (Section 6) – span-
ning three levels. As the first line of defense, primary prevention
seeks to reduce stress in the work environment itself. Next, sec-
ondary interventions aim to bolster workers’ resilience to stressors.
Finally, should a disorder fully manifest, tertiary care reactively
provides individualized treatment [88]. Providing comprehensive
support spanning all three levels is crucial to "prevent and control
the impacts of job stress" [88].

Programmatic and technological interventions are necessary to
provide top-notch resources and assistance for mental health. Pro-
grammatic interventions assist developing of resilience through the
acquisition of coping skills and techniques gained from training
or sessions with a mental health professional. Technological inter-
ventions can be used while reviewing content to reduce exposure
to graphic content and provide easier and faster access to mental
health support or tools to dampen the impact. Both approaches
work hand-in-hand to support the content moderator, and neither
serves as a replacement for the other.

4.1 Primary Interventions: Risk Mitigation
Primary interventions apply strategies that limit the risk of the on-
set of mental health symptoms or prepare an individual to manage
potentially adverse situation before the occurrence.

When hearing of preventative or primary measures, many peo-
ple think of the medical community in the form of vaccinations or
interventions one can take to increase overall physical health [83].
However, the concept spans multiple fields to include mental health
and technology communities as well. Primary interventions seek
to prevent harm by preventing exposure before it occurs, teaching
skills, enhancing resiliency, and increasing tolerance prior to ex-
posure. Overall, primary interventions foster a supportive work
environment for workers to flourish [77, 88].

Joyce et al. [77] notes most commonmental health conditions are
treatable and in some cases preventable” (p. 683). Notably, primary
interventions are considered more effective than other levels and
the most inclusive, providing equal preventative care to all [88].

4.2 Secondary Interventions: More Resilience
Secondary interventions create innovative tools or psychological
training to reduce negative symptoms after their onset, thereby
helping them to return to a state of stability. Secondary interven-
tions are primarily classified as preventative but are implemented
to address risk factors following exposure to an environment or
event. They provide skills training or coping material to address
the ongoing stressor, thereby once again working on building the
individual’s resiliency. Tetrick andWinslow [149] conducted ameta-
analysis evaluating the effectiveness of secondary intervention pro-
grams and found that those focused on stress management were
effective, mediated by the type of intervention provided.

With persistent exposure to graphic content, moderators risk
shifts in worldview [110]. Some such shifts are particularly mal-
adaptive, such as changes following trauma exposure related to an
individual’s perception of safety for themselves and others [15].
Workers viewing disturbing material are thus classified as at risk
even though theymay not meet the disorder criteria. For this reason,
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secondary interventions apply reoccurring clinical skills training
or technological tooling to counteract such changes in perception.

4.3 Tertiary Interventions: Clinical Support
Finally, tertiary care triages severe cases and provides interventions
following manifestation of a psychological disorder that meets full
criteria, seeking to assist individuals in distress, and needing inter-
ventions focused on recovery or diminishing symptoms [149], e.g.,
via psychotherapy. Tertiary programs notably consist of psycho-
therapeutic interventions, providing individual, reactionary care.

Research supports the effectiveness of therapy in the workplace,
but limitations on its extent must be noted. Individuals diagnosed
with severe depression or anxiety require elevated care that may
fall out of the workplace’s scope of support. Such individuals are
then recommended for referral to outside resources [77].

5 PROGRAMMATIC INTERVENTIONS
5.1 Primary Level: Wellness On-boarding
Occupations that encounter high levels of stress or trauma expo-
sure can incorporate resilience programs to help workers develop
foundational skills for stress management and self-soothing tech-
niques to utilize during work at their desks. A well-known example
is the Resilience and Activity for Everyday (READY) program [18].
Because depressive symptoms can manifest without proper training
strategies to manage taxing work environment or job duties [18],
such programs focus on strategies for stress reduction to mitigate
the risk for developing such symptoms. Programs (like READY)
encompass a variety of resiliency protective factors, such as posi-
tive emotions, cognitive flexibility (acceptance), life meaning, social
support, and active coping [18].

Research has shown that resilience may be nurtured and de-
veloped in the workplace through guidance [82]. Because of the
malleable nature of resilience, many corporations are moving to-
wards offering resilience training to their workers. According to
Seibert [138], resiliency encompasses multiple attributes, including
coping, learned optimism, self-efficacy, hardiness, stress resistance,
post-traumatic growth, internal locus of control, emotional intelli-
gence, and the survivor personality. Resiliency programs seek to
teach the skills necessary for managing stressful environments or
situations. They also allow for preemptive care through skill devel-
opment, instead of traditional reactionary interventions [32, 138].

Arnetz et al. [4]’s two-year longitudinal study provided support-
ive findings when evaluating program effectiveness with training
police officers (Section 3) by measuring scores of physical symp-
toms, coping, mental well-being, sleep quality, and exhaustion. The
program included relaxation training and guided imagery to mirror
real-world situations with the application of their tactical skills.

Established resiliency programs have been applied to a multitude
of other professions, including education, business, and medicine.
However, there are variations in program duration,

By integrating the resiliency program literature components,
companies establish an initial on-boarding program structured
around primary interventions prior to first exposure of content. This
is accomplished by teaching skills associated with highly resilient
individuals to content moderators, similar to those mentioned in
[157]. Employees can apply teachings to workplace occurrences

and identify social supports within their workplaces, such as team-
mates or leaders, to better manage their unpredictable job tasks
or changing environment. Resilience programs are most effective
when incorporating organizational, and individual care [149] within
the structure.

5.2 Secondary Level: Resiliency Training
Resilience training goes beyond on-boarding prevention programs
like READY (Section 5.1), with ongoing training to facilitate indi-
vidual and team success when encountering challenges [130]. Such
ongoing training has been shown to positively impact employees’
mental health and well-being, as well as performance and produc-
tivity [130], potentially aiding in the alleviation of stress associated
with metrics with training focused on job performance.

Programmatic secondary interventions provide skills training led
by a mental health professional or information to assist with coping
strategies following exposure to an event. Tetrick andWinslow’s [149]
meta-analysis on the effectiveness of secondary clinical interven-
tion programs related to the general and unwell population found
that interventions focused on stress management were effective,
mediated by the type/quality of intervention provided. Programs
that incorporated cognitive behavioral therapy interventions were
found to increase well-being and alleviate stress by measures of
physiological and psychological assessments, attrition, absenteeism,
and self-report. The authors attributed this to changing thoughts
and behaviors instead of using simpler distraction techniques [149],
which are seemingly the most prevalent form of care within the cur-
rent content moderation literature [9]. Results indicate that training
programs are beneficial to implement within the workplace if they
are purposeful and grounded in theoretical practice.

5.3 Tertiary Level: Interpersonal Clinical Care
Numerous corporations follow the movement of implementing
mental wellness counselor support on-site for employees, allowing
employees to process both work and personal issues [31]. Previous
studies have shown that therapy in the workplace is an effective
intervention in reducing anxiety, stress, and depression for the
majority of employees who utilize the services. Additionally, prior
research reveals that common organizational interventions, for
example, training or team meetings outside of those with clinical
instruction, had no impact on employee psychological or physical
well-being [31].

McLeod [96] conducted a meta-analysis assessing the effective-
ness of workplace counseling, including internal services, offsite
amenities paid by the employer, or offering of an employee assis-
tance program. Findings from article reviews included 80% em-
ployee satisfaction with clinical services offered, a positive impact
on employee psychological symptoms and stress reduction, psy-
chological concerns, and work performance. The meta-analysis
results specified intervention effectiveness to relate directly with
acute, immediate onset of symptoms and low well-being, as well
as “specific work-related psychological and behavioural problems,
such as anxiety, low self-esteem, emotional burnout, occupational
PTSD and substance abuse” [96] (p. 241).
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6 TECHNOLOGICAL INTERVENTIONS
6.1 Primary Level: Preventing Exposure
Various algorithms have been proposed to automatically detect
problematic content in an effort to minimize the amount of human
moderation work required [42, 67, 78, 92, 123, 136, 156].

While supervised machine learning (ML) can be used to detect
problematic content automatically, it is important to understand
that there is no free lunch: human moderation work is still required.
Firstly, ML algorithms require human-annotated training data (and
usually vast amounts [68]) to perform accurately. Secondly, some
level of ongoing human moderation is continually required to ver-
ify algorithmic performance or update training data for changing
policies for acceptable and new forms of offending content. Thirdly,
when algorithmic accuracy falls short of required targets, human
moderators will be called in to close “the last mile” [64].

Companies already engaged in human moderation can “recycle”
human moderation decisions into annotated training data [67]. Still,
many companies do not have existing moderation work, nor are the
few existing public data sets necessarily pertinent to the differing
types of content relevant to each company. It also bears note that
human annotators are more widely susceptible to exposure effects
than is popularly recognized. For example, the Linguistic Data
Consortium has reported that intensive exposure to regular news
articles for a relatively benign annotation task-induced nightmares
and overwhelming feelings for some annotators [144].

The most significant issue is that state-of-the-art algorithms are
typically still insufficient to meet practical needs, predominantly
due to high accuracy requirements and cost of errors, coupled with
complex moderation policies often requiring human interpretation
[55]. Today, practical solutions often adopt a human-in-the-loop
approach [19, 90] spanning human and algorithmic detection.

Finally, not all useful automation requires ML. The Global Inter-
net Forum to Counter Terrorism (GIFCT.org), founded by Facebook,
Microsoft, Twitter and YouTube, maintains a shared database of ex-
tremist content [19]. Similarly, Microsoft’s PhotoDNA [98] database,
catalogues known child exploitation material. Such “remembering”
allows known disturbing material, when recirculated, to be auto-
matically removed without any additional exposure to moderators
by way of hashing techniques [62]. However, content is often mod-
ified to circumvent such detection by exact match. To address this,
Gorwa et al. [62] suggest approximate matching techniques. Such
near-duplicate detection techniques can automatically filter content
or group related content to ease moderation work [67].

6.2 Secondary Level: Reducing Exposure
One way to further reduce exposure to disturbing content and its
emotional impacts is to investigate affective interface design for
how content is presented to moderators.

In early work, De Cesarei and Codispoti [39] investigated the
effects of image size and blur on 40 university students’ emotional
response. The authors found a significant reduction in emotional
response when image blur and size reduction were applied. Partici-
pants found the altered images to be less vivid, less arousing, and
less pleasant than the original pictures. In subsequent work, De Ce-
sarei and Codispoti [40] further measured the electrodermal activity
of skin conductance, which expresses the arousal and engagement

in behavior in response to a critical event such as exposure to
graphic content. They found that picture blurring reduced skin
conductance, which was otherwise greater when viewing emotion-
ally arousing images. Taken together, the two studies suggest that
altering images can inhibit action preparation, helping to suppress
the autonomic systems heightened arousal state.

Bekhtereva and Müller [11] showed momentary emotional dis-
tractors to participants to study how color may impact the time of
attentional bias in the visual cortex. As the participants completed
visual tasks, the researchers briefly projected unpleasant and neu-
tral images in the background either in color or grayscale. They
found that the photos in color produced a more significant distrac-
tion effect compared to grayscale. Moreover, the effect was lengthier
with unpleasant photos in color. Participants rated the unpleasant
scenes higher in emotional negativity. Additionally, greater arousal
was observed for images shown in color.

In 2018, Dang et al. [36] proposed an interactive image blurring
interface to reduce moderator exposure to disturbing material. The
tool offered three modalities: 1) a slider for varying the blur level of
the image; 2) a mouse-over option that temporarily unblurred the
image while the mouse cursor remains over it, and 3) a mouse-click
option required an explicit click to permanently unblur the image.
The authors proposed an evaluation design for psychological well-
being via the Positive Affect Negative Affect Scale (PANAS) and
job performance (e.g., impacts on accuracy or speed). However, no
evaluation was actually performed.

Since at least January 2019, Microsoft’s video moderation tool
has supported black-and-white and moderator controlled variable
blurring transformations [148]. That May, Facebook “quietly an-
nounced it would be giving moderators new controls to help shield
themselves from the ill effects of continually watching disturbing
content” [45, 148]. Moderators were provided a preference pane to
control image/video blurring, or audio muting [49]. In July 2019,
Cambridge Consultants [19], in a report commissioned by Ofcom
(the UK’s communications regulator), suggested that blurring could
allow moderators to perform their jobs while reducing exposure.
Chris Harrison, a psychologist on Facebook’s global resiliency team,
stated, “shielding moderators from harm begins with giving them
more control of what they’re seeing and how they’re seeing it, so
just the existence of ...preferences helps” [148]. Moderators could
sometimes classify content using only the associated text [45, 148].

Karunakaran and Ramakrishan [80] studied the impact of grayscal-
ing and blurring images with Google moderators. The grayscale
conversion could be manually activated, and moderators could
mouse-hover over an image to view it in its original form. As in
Dang et al. [36], psychological well-being was measured using
PANAS. Viewing content in grayscale improved the reviewers’ pos-
itive affect while still allowing effective identification of the most
extreme and violent images. On the other hand, moderators were
irritated by the blurring treatment as a negative outcome.

In 2020, Das et al. [37] extended Dang et al. [36]’s study by evalu-
ating their interactive blurring tool. Using the Scale of Positive and
Negative Experience (SPANE), the authors found that negative emo-
tion was the highest for the unblurred baseline and at a minimum
for fixed blur and hover. The Positive and Negative Affect Scale
(I-PANAS-SF) showed that all three interfaces produced higher
positive affect score vs. the baseline, with the slider option being

GIFCT.org
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significantly superior to the baseline. In contrast with Karunakaran
and Ramakrishan [80]’s findings regarding static blurring, Das et al.
[37] report interactive blurring not only diminished the emotional
impact of moderation but without compromising accuracy or speed.

6.3 Tertiary Level: Supporting Treatment
Technology can also aid in clinical care for content moderators. For
example, when an individual experiences a flashback or views con-
tent in which they can connect to a prior traumatic memory [13],
virtual reality (VR) technology can assist through the use of di-
alectical behavioral mindfulness therapy to redirect the mind to the
present moment, as reported by Navarro-Haro et al. [105]. Partic-
ipants within the study reported significantly higher state mind-
fulness levels after the VR intervention compared to those in the
mindfulness group without VR. Individuals who received the VR
intervention exhibited significantly lower levels of sadness, anger,
anxiety, and increased relaxation from pre to post-test analysis.
Other uses for VR include relaxation, increases in positive emotion,
and stress reduction [7, 139]. Strassmann et al.[145] found that the
VR environment allowed individuals to quickly achieve a relaxed
state through immersion in the technology and separation from
the current environment leading to an increase in well-being.

O’Leary et al. [114] suggest that tooling development can also
significantly improve peer-support and mental health among those
experiencing distress, specifically tooling that introduces peers
based on similarities such as characteristics, beliefs, and needs.
Moreover, they urge variety in the tools for engagement to include
peer-support through text, audio, and visual formats. Finally, the
researchers found that the tool entails resources in managing and
reducing risk and adverse symptomology. Participants in their study
spoke to the exclusion of clinicians in the tool forum to preserve
agency, however, others spoke to the risks of using peers only for
support. The researchers propose training to better equip peers
to assist with mental health. However, limitations exist as trained
peers lack experience and knowledge to sufficiently handle on-
going mental health needs at the moderate or severe level, calling
for a need to maintain trained clinical staff.

7 EVALUATING INTERVENTIONS
For any type of intervention – programmatic (Section 5) or tech-
nological (Section 6) – we must be able to measure the outcome of
the intervention in order to assess: 1) its actual benefit (if any); and
2) given cost of intervention, the return-on-investment.

There are several key challenges when measuring the impact
of well-being and resilience interventions. There is no universal
definition today for the constructs that direct the choice of measure-
ment. Furthermore, while emotions are quite transient, research
shows that short-term emotions can have a long-term impact. Based
on symptomology from related occupations (Section 3) – depres-
sion, anxiety, secondary traumatic stress, compassion fatigue, and
burnout [3, 16, 51, 117, 118, 152] – we suggest the following assess-
ments to measure the effectiveness of programmatic and techno-
logical interventions on moderator well-being.

The General Health Questionnaire (GHQ). Given the lim-
ited empirical evidence linked to moderation work, it is impera-
tive to baseline mental health functioning. The Mental Well-being:

GHQ [6, 60] is a self-screening tool for psychiatric disorders within
the domains of “depression, anxiety, somatic symptoms, and social
withdrawal” [74] (p.57). GHQ has prior application in work envi-
ronments by evaluating those most at risk for developing acute
symptoms that do not meet the criteria for psychotic disorders.
The measurement therefore, can be utilized to distinguish between
healthy populations versus psychological illness, as well as track on-
set of endorsement of symptomatology [22]. Companies employing
content moderators can administer the GHQ before training and
initial exposure, then re-administer the assessment in one month
intervals through the first year to monitor the progression of any
potential risk to employees. Jackson [74] stresses the necessity to
combine the GHQwith other forms of behavioral measurement that
share a relationship with psychological distress, including absen-
teeism, low productivity, or increased turnover in the workplace.

The Perceived Stress Scale (PSS) Chronic stress is correlated
to lowworkplace satisfaction, negative attitudes or behaviorswithin
the workplace, and poor physical health [99]. The PSS [29] is thus
an ideal measurement to assess the need for integration of addi-
tional program options or re-direction based on average company
scores. The scale measures a person’s interpretation of their en-
vironment within the categories of unpredictable, uncontrollable,
and overloaded [30]. Recommendations for administration include
monthly or quarterly to reassess the impact of the program.

TheOldenburgBurnout Inventory (OLBI). Unattended chronic
work stress can lead to burnout [66], with severe levels of exhaus-
tion and diminished attitudes towards work. While the Maslach
Burnout Inventory is the most widely used assessment to measure
burnout, it best suits the human services field. Halbesleben and
Demerouti [66] developed the OLBI, which is widely applied to
a range of occupations, from physical labor to information pro-
cessing. Unlike previous burnout inventories, the OLBI uses both
positively and negatively structured items to assess burnout’s key
characteristics: exhaustion and disengagement.

TheConnor-DavidsonResilience Scale (CD-RISC). The CD-
RISC measures resilience [33]. It is comprised of 25 items scored
from 0-100, with a higher score indicating increased resilience. Con-
nor and Davidson [33] applied the assessment to both the general
and clinical samples. Results show that it has good internal consis-
tency and test-retest reliability. Finally, the assessment’s validity is
comparable to other widely used measures of stress [33].

8 FURTHER RECOMMENDATIONS
Facebook researchers have recommended “providing access to li-
censed counselors, providing group therapy sessions, and screening
applicants for suitability for the role as part of the recruiting pro-
cess.” [67]. Similarly, the recommendations below complement our
earlier discussion of programmatic and technological interventions.

8.1 Disclose Risks to Prospective Workers
Newton [113] reports a moderator telling him, “If I knew from
the beginning how this job would impact our mental health, I
would never have taken it.” We support Newton’s [108, 112] call for
firms to fully-disclose risks of exposure, up-front when advertising
openings, to let prospective hires make a fully-informed decision
whether to accept work. Consider further examples. Sex-trafficking
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detectives (Section 3) also reported the urgency to truly understand
the breadth of work when discussing their job requirements [17].
A Technology Coalition [150] of companies fighting online child
sexual exploitation created an Employee Resilience Guidebook [28]
to support workers interacting with such content, including that
workers should be informed what their role will entail from the
beginning. University Institutional Review Boards (IRBs) similarly
stress the importance of informed consent for research subjects.

8.2 Limit Exposure
Limiting exposure to extreme content was a key finding from Burns
et al. [17] interviews of detectives. Novice investigators reported
that slowly increasing the amount of exposure to the disturbing
content, led to greater comfort with it. They also conveyed the im-
portance of setting limitations on the amount of material processed
daily [17]. This finding also aligns with the results of Meischke
et al. [97] who found that over-commitment to the completion of
work tasks was positively associated with increased symptoms of
stress. One way to limit exposure was by alternating the viewing of
material with other tasks. This strategy allowed for a much-needed
break [17]. The ERG [28] further advocates for the use of effective
tooling that can assist in limiting the amount of human interaction
required which partially mitigates adverse effects of exposure.

When asked how much content is safe to view per day, Face-
book’s Chris Harrison, a clinical psychologist, responded that, “Sci-
entifically, do we know how much is too much? Do we know what
those thresholds are? The answer is no, we don’t... If there’s some-
thing that were to keep me up at night... it’s that question” [108].

Newton [112] offers related recommendations. Because so lit-
tle is known, he calls for greater investment in research. Beyond
limiting exposure on the job, he recommends setting a lifetime
cap on moderator exposure to disturbing content. If moderation is
understood as a time-bounded profession, he recommends defining
real career paths for moderators beyond moderation work. Finally,
while health care and counseling support are needed on the job, he
further advocates providing these benefits after moderators have
left the job, when adverse effects may persist or newly appear.

8.3 Create Space
Dosono and Semaan [44] report that “distancing away from drama”
helped moderator coping. When the Linguistic Data Consortium
learned its annotators were experiencing nightmares and other
overwhelming feelings, “...to reduce the negative psychological
impact... project managers implemented downtime. Every other
week, approximately one hour was set aside for the team to do
something other than annotation, as a stress reliever. The team
chose the downtime activities each week, ranging from painting to
a walk in the park to going to the local art museum” [144].

There has been a divergence between the level of moderator sup-
port claimed by some firms vs. the moderators [45, 162].Wong [162]
reports CCM work environments without sufficient time for breaks
or resilience, and moderators not being allowed to use phones at
their desk. Dwoskin [45] reported Accenture claiming unlimited
wellness time for its moderators including access to counselors
on-demand. However, moderators provided documentation from

Accenture management showing wellness time limited to 45 min-
utes/week, or 9 minutes/day. Moderators disliked having to take
a formal break to make even a brief personal call. One moderator
commented that not being allowed to leave the building during
breaks “made me feel like there is no escape from the content...”

8.4 Build Connection
Investigators also spoke to the necessity of strong social support
outside of work, such as family and friends [17]. This support
system offered the investigators an alternative avenue to express
themselves and participate in activities outside of work. Social
support led to feelings of belonging and understanding, which was
reported as essential by the interviewees [17].

This is further evident in Idås and Backholm [72]’s study of expo-
sure effects on crisis and war journalists: 80% of the 375 participants
reported seeking social support following a taxing assignment. The
findings were interesting, though as the type of support received
was far more relevant than the amount, indicating a need to develop
purposeful support systems for those within these professions.

Developing a social support network may not be as simple to
implement for content moderators. Roberts [127] notes that indus-
trial stratification and geographic distribution make it difficult for
workers to build community beyond the local office. For volun-
teer moderators on Reddit, Dosono and Semaan [44] describe sev-
eral strategies used by moderators to manage the emotional stress
manifest in their moderation work. This included “empowering
moderators through visible social support” and “building solidarity
from shared struggles.” Similarly, a study of live-streaming Twitch
moderators also found that moderators felt better when they made
time to commiserate and bond with one another [161].

9 SOCIOTECHNICAL DESIGN CHALLENGES
While various technological tooling has been proposed or imple-
mented, we are still in the infancy of prototyping and evaluating
such technological interventions to better support moderator well-
being. While some commercial implementations of such technology
are now known (e.g., earlier Microsoft and Facebook examples), it
is unclear to what extent social media companies, or companies
developing supporting technology, are investing in technological
development, evaluation, and establishment of best practices.

More accurate detection algorithms should translate into less
exposure for human moderators. Moreover, even if overall accuracy
is insufficient, some specific types of content might be predicted
accurately enough for automatic review. Better understanding and
reasoning about algorithmic predictions can help us better know
when, where, and why algorithmic predictions can be trusted with-
out human review. Such automated detection is an area in which
companies are already investing since decreasing manual labor is a
win-win for cost savings, speed, scalability, and reducing exposure.

When human moderators are needed, how can technology better
support them to both improve production outputs (e.g., accuracy
and speed) and mitigate exposure effects? Since automation is un-
likely to replace human moderators anytime soon [47, 64], we
might think beyond automation to decision-support technology
[140], to aid human moderators via an algorithm-in-the-loop [65].
This coincides with a broader trend toward developing predictive
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algorithms that are accurate and interpretable [91] to the human
decision makers. As algorithms provide better explanations, human
moderators might be able to make oversight decisions based on
those explanations, without viewing the actual content [148].

If we could predict the severity of disturbing content, such pred-
icatability could enable an early warning system and/or a health-
ier, more balanced distribution of the workload across modera-
tors. Other transformations of content could also reduce sensitivity.
Karunakaran and Ramakrishan [80] suggest masking specific colors
(for example, changing all red to green) or performing more artistic
renderings of content, e.g., via Google’s Deep Dream [101].

As discussed earlier, it can help to create time and space away
from difficult content (Section 8.3). Strassel et al. [144] discussed
the value of introducing breaks, not merely as pauses in work, but
with diverting activities. Could it be similarly useful to introduce
micro-breaks or micro-diversions [35] into moderation work on a
more frequent and on-going basis? As an analogy, WorkRave [163]
lets computer users impose a schedule of micro and macro forced
breaks to reduce the risk of incurring a repetitive stress injury.
Could setting some similar schedule of breaks into moderation
work reduce the risk of incurring emotional injury?

While interfaces to reduce exposure are good, this treats symp-
toms and not the underlying social problems. To aid prevention,
research should investigate sociotechnical designs to discourage
the production and sharing of the harmful content itself.

Another intriguing technical challenge is to accurately model
each worker’s risk of adverse reactions that may manifest into
post-traumatic stress disorder over time – or to a lesser severity, a
stress-related disorder? Given the diverse risk factors and complex-
ities involved, this is a challenging prediction task. Recent research
has proposed machine learning to compile data from outcome as-
sessments and confounding variables to predict individuals most
susceptible to developing a stress-related disorder [122]. As with
other sensitive patient data in digital health care records, strong
safeguards must be put in place for safe use and stewardship of
such data and model predictions.

To truly understand the challenges moderators face and develop
workable solutions, researchers might engage with moderators in
participatory design [137]. Rather than assume, that we researchers
or designers know what is best, we engage stakeholders to identify
key problems and co-develop realistic solutions.

Finally, researchers are not immune either. Regarding her lab’s
work on crisis social media, Starbird [142] comments that, “We
haven’t used external annotators for this data and probablywouldn’t
due to concerns about potential psychological effects of exposure
to this kind of content. It’s affected us.” Another researcher who
wished to remain anonymous shared, “We’ve historically had prob-
lems getting enough ground truth information from annotators
because of how emotionally taxing the task of annotation is. Even
for experts like me who’ve built up an emotional shield, I still am
really negatively affected by this work.”

10 CONCLUSION
In this paper, we contextualize commercial content moderation
(CCM) and the implications of persistent exposure to graphic con-
tent for the human moderators who provide the last line of defense

for social media platforms. While commercial moderation has re-
ceived attention from journalists and policymakers, relatively little
research has been directed toward the types and levels of care at
which workers must be supported, or workplace wellness mecha-
nisms that companies can put in place to help moderators.

We have outlined a comprehensive approach to promoting mod-
erator wellness, including programmatic and technological inter-
ventions spanning three levels: prevention, mitigation, and treat-
ment. Our discussion of wellness and resilience programming via
the occupational health and safety model points to the importance
of developing, sustaining, and strengthening such programs.

Ultimately, society must grapple with how governance of user-
generated content should unfold. As people continue to use tech-
nology platforms to upload content, policing this will remain a
necessity. We call upon others to enhance moderator well-being
through more collaborative research and implementation of recog-
nized best practices of care. Moreover, we urge companies to prior-
itize well-being alongside productivity through the transparency
of work hazards and supporting worker autonomy once hired.

Finally, it is important to challenge the predominant invisibility
and social framing of moderation work today. It is typically seen
only when moderation fails, scandals surface, or companies disclose
information voluntarily. Narratives that disparage moderation as
a ‘dirty’ job do not recognize or honor the essential contribution
of this profession in safeguarding the internet for the rest of us.
Research assessing the moderators’ sense of purpose and contribu-
tion to protecting society could help. Research on public attitudes
regarding content moderation also has the potential to help shift
perceptions towards a shared acknowledgment of its importance.
Beyond gestures, such a shift could have important practical rami-
fications for the status and benefits provided to moderators within
technology companies, moving toward parity with other tech jobs
that are already recognized as crucial to the core business.
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