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AI image captioning challenges encourage broad participation in designing algorithms that automatically create captions for a variety of images and users. To create large datasets necessary for these challenges, researchers typically employ a shared crowdsourcing task design for image captioning. This paper discusses findings from our thematic analysis of 1,064 comments left by Amazon Mechanical Turk workers using this task design to create captions for images taken by people who are blind. Workers discussed difficulties in understanding how to complete this task, provided suggestions of how to improve the task, gave explanations or clarifications about their work, and described why they found this particular task rewarding or interesting. Our analysis provides insights both into this particular genre of task as well as broader considerations for how to employ crowdsourcing to generate large datasets for developing AI algorithms.

CCS Concepts: • Information systems → Crowdsourcing; • Computing methodologies → Computer vision; Computer vision tasks; Image representations; Machine learning; • Human-centered computing → Accessibility.

Additional Key Words and Phrases: Crowdsourcing; Computer Vision; Artificial Intelligence; Image Captioning; Accessibility; Amazon Mechanical Turk

ACM Reference Format:

1 INTRODUCTION

An increasing number of services have emerged over the past decade to provide greater access to the wide range of visual information that surrounds us, often in the form of image descriptions or captions (we use these terms interchangeably). However, a serious challenge for these services is how to handle the enormous number of images that exist. Accordingly, while many captioning services are provided by remote humans [1, 3, 99, 111], the artificial intelligence (AI) community has recently begun developing algorithms that generate such image captions automatically as a faster, cheaper, and more scalable solution.

Successfully delivering automated captioning services is predicated on establishing large-scale datasets for training and evaluating the algorithms. Accordingly, over a dozen publicly-shared datasets have been created for these purposes.
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Captioning datasets [6, 27, 28, 32, 36, 38, 47–49, 57, 58, 85, 91, 105, 106, 112] have been created over the past decade. The primary aim for the introduction of new datasets is to train algorithms to handle a greater diversity of both images and use cases.

Captioning datasets are often built with great involvement from crowdworkers recruited from Amazon Mechanical Turk (AMT) [32, 49], the world’s largest crowdsourcing platform. On this platform, individuals and organizations (“requesters”) can post a variety of human intelligence tasks (“HITs” or “assignments”) for anonymous workers (“Turkers”) [23] to complete. The crowdworkers are hired to support dataset creation by creating the descriptions of images.

Our goal in this paper is to better understand the perspective of the Turkers who are generating the captions for these large-scale datasets. We expect that these Turkers could offer significant insights into both what is going well and what is going poorly with such captioning tasks—if only there were a way to let us know.

Accordingly, we collected 1,064 comments from Turkers who completed an image captioning HIT. Turkers were shown images taken by people who are blind and told that their image descriptions were intended to “help” people who are blind. Our thematic analysis of their comments is guided by the research question: What are crowdworkers’ reactions to creating image descriptions?

Our findings reveal several limitations in the current widely-used approach for crowdsourcing image captions. Most limitations emerged due to our novel use case of assisting people who are blind to recognize content in self-taken images. Turkers experienced challenges both in understanding what people who are blind want described and how to handle unique characteristics of images taken by people who are blind (e.g., many are low quality [30]). We also identify the open-endedness of the captioning task as a significant challenge. We offer recommendations for how to better specify the image captioning task for Turkers, as well as for better supporting the specific use case of people who are blind in learning about their self-taken pictures.

In the following sections, we begin by reviewing the relevant literature. Next, we describe our dataset and the qualitative methods that we used to analyze it. We then report the results of this analysis and the broader implications of our findings for image captioning dataset creation for AI and using crowdsourcing tasks to support people who are blind. Finally, we share our conclusions.

2 RELATED WORK

We begin by reviewing related literature about services for delivering image captions to real users, as well as on approaches for developing large-scale datasets to support the development of image captioning algorithms. We then discuss an important gap in the existing literature on image captioning tasks: understanding and improving the experiences of crowdworkers.

2.1 Image Captioning Services for Real Users (i.e., People Who Are Blind)

Numerous image captioning services support people who are blind to learn about visual information. Some such services employ fully-automated solutions to describe digital images, such as those embedded in social media platforms (e.g., Facebook [35, 109] and Twitter [97]) and in productivity applications (e.g., Microsoft’s PowerPoint [65]). Other services rely directly on humans to describe visual content [1–3, 16, 89, 99, 111]; for example, by asking captioners to describe digital images that people who are blind have taken [12]. These human captioners range from heavily-trained workers (e.g., Aira [2]) to untrained volunteers (e.g., Be My Eyes [4]).
While it is clear that real users (i.e., people who are blind) desire image captioning services [94], only a few studies have focused on understanding the motivations of human captioners to support these services [17, 63]. Accordingly, our research complements prior research by revealing crowdworkers’ perspectives of performing this important work.

2.2 The Critical Foundation of Image Captioning Algorithms: Large-Scale, Human-Annotated Datasets

A key inspiration for the development of image captioning algorithms is to improve the overall accessibility of images for people who are blind. Currently, the standard approach for developing such algorithms is to train them to describe images as a human would by showing them many human-captioned images. Such “training” datasets often are built with crowdsourced labor.

Many of the popular captioning datasets in the AI community were created using the same basic crowdsourcing task design. This task design, first developed in 2013 [49, 106], remains the standard approach [7, 28]. One concern about crowdsourced datasets built using this standard task design is that captions for the same image generated by different people can vary considerably [53, 98]. This variance makes it difficult to know what to teach algorithms and how to evaluate algorithm-generated captions.

While prior research into the issue of caption variance has focused on quantitatively characterizing its prevalence (e.g., [53, 98]), our qualitative analysis of crowdworkers’ feedback about the captioning task provides a finer-grained understanding of why the variance may occur. In doing so, our findings are situated in the broader landscape of crowdsourcing research that seeks to better understand “inter-worker” variability (e.g., [8, 42, 90]). This understanding is a valuable precursor to supporting collaborative work and decision-making that can mitigate—or even support—such variability [24, 26, 54, 101].

More generally, to our knowledge, no prior work has examined feedback from crowdworkers about this standard captioning task design. Yet, gathering and analyzing worker comments to iteratively improve task design has long been encouraged within the broader crowdsourcing community (e.g., [71, 73]). Our work fills this gap by summarizing crowdworkers’ direct comments about completing the image captioning task and by suggesting improvements to the task design.

2.3 Defining a “Good” Caption

A necessary part of training and evaluating captioning algorithms is establishing a definition for what makes an image caption “good” or successful. As mentioned above, some definitions assume that a “good” caption is one where multiple captions produced by independent people for the same image are similar (i.e., low variance) [53, 98]. Other definitions offer relatively vague guidance, including: accurately describe the image [32, 49, 59, 60, 64, 76], be grammatically correct [32, 60, 76, 104], lack incorrect information [76], be creatively constructed [64], and seem human-like [76].

While some definitions focus specifically on creating “good” captions for people who are blind [9, 11, 22, 79, 84, 94, 95, 100, 108], only a few studies directly integrate preferences reported by people who are blind [94]. To our knowledge, our work is the first to identify crowdworkers’ questions and concerns about how to create good image captions—especially for people who are blind.

2.4 Understanding and Integrating the Experiences of Crowdworkers

While our work complements prior efforts to crowdsource image captions, our work is more broadly situated in the research about understanding the complexities with crowdsourcing (e.g., [56, 62, 73]).
2.4.1 Understanding Crowdworkers’ Motivations. Previous research has examined crowdworkers’ reasons for performing various crowdsourcing tasks [80, 92, 110]. Workers are frequently motivated by extrinsic factors such as payment, job-market signaling, competence development, and fostering social affiliation [83]. Intrinsic motivations can also be a significant factor in workers’ decisions to select specific tasks [83] and to submit more work [23]. For example, workers performing citizen science and scientific crowdsourcing tasks are often highly motivated by intrinsic factors [23, 34, 68, 69]. Workers frequently balance different motivations simultaneously, such as the external motivation to make money and the internal motivation to develop one’s creative skills [15].

Our work is most related to prior work that examined workers’ motivations around providing captions (specifically intended to support people who are blind) for images embedded in digital learning resources [63]. This work focused on comparing only two motivating factors for captioners: monetary pay and altruism. In contrast, we present a range of motivations that crowdworkers described for creating image captions for people who are blind. Additionally, we focus on understanding workers’ motivations for a novel task that consists of 1) describing images taken by people who are blind, in order to 2) explicitly contribute to the development of AI algorithms that can automatically caption images.

2.4.2 Social and Ethical Issues in Crowdsourcing. Several researchers have emphasized the need to more deeply consider the “ethics and values of crowdwork” [51], especially as it becomes a significant source for invisible and underpaid labor [39, 45, 51]. This area of research has produced a rich qualitative description of Turkers’ experiences [20, 44, 61, 70, 102], including through ethnographic [40, 71, 72, 88] approaches. This work highlights issues such as power imbalances between the higher social and socioeconomic status that requesters have compared to Turkers [41] and Turkers’ need to develop task-specific skills while “on-the-job” so that their work will be compensated [29, 55, 74].

Our work builds on such prior research and calls for designers to more closely attend not only to the design of objects such as crowdsourcing tasks and captioning algorithms, but also to the wider experiences of the people who use them [52]. In doing so, our findings complement recent research focused on encouraging requesters to collaborate directly with crowdworkers in order to improve task design [18, 67]—in our case, specifically for improving the task design for building large-scale datasets to support algorithm development.

3 DATASET
We now describe our dataset of crowdworkers’ feedback about completing an image captioning task. We begin by describing the AMT HIT we deployed to simultaneously crowdsource image captions and Turkers’ feedback about the task. Then, we describe our deployment of this HIT and post-processing of the Turkers’ comments. Finally, we characterize our resulting dataset of Turkers’ comments that we use for our qualitative analysis.

3.1 Collection of Captions with Comments
Observing that people who are blind are the primary audience for image captioning services, we sought to develop a novel large-scale captioning dataset that represents a real use case for these users. As discussed in Section 2.1, people who are blind currently share self-taken images in order to learn about their visual surroundings. Accordingly, our HIT engaged Turkers in captioning images taken by people who are blind in order to better design algorithms for this use case.

3.1.1 Basic Task Design for Crowdsourcing Captions. To generate this large-scale dataset of captions paired with Turker comments, we adapted the most popular image caption collection framework in
the AI community (discussed earlier in Section 2.2). The task includes the following basic elements: presentation of one image to caption at a time; a set of instructions on how to "describe the image," including a short list of things to do (e.g., include at least 8 words in the description) and things NOT to do (e.g., speculate about what people in the image might be saying or thinking); and a text entry box for workers to input their image descriptions.

3.1.2 Our Additions to the Basic Image Captioning Task Design. We designed our captioning task to support the use case of providing people who are blind with captions for images they take. A screenshot of our final task design is shown in Figure 1.

Our task design was developed iteratively through four pilot studies, in consultation with accessibility experts at Microsoft. We introduced several modifications to the standard task design. First, workers were notified at the beginning of the HIT that "[their] work will help to build smart systems that can automatically describe our visual world to people who are blind." We intended this text to provide insight into the motivation for our task. Second, we augmented the instructions with the following guidance: "describe all parts of the image that may be important to a person who is blind. E.g., imagine how you would describe this image on the phone to a friend." Third, workers could use a pre-formulated description to indicate when image quality issues made it "impossible to recognize the visual content (e.g., image is totally black or white)."

3.1.3 Caption and Comment Collection on AMT. To accelerate collection for our large-scale caption dataset, we included five images per HIT, with "next" and "previous" buttons allowing Turkers to move between images in the task. To improve the overall quality of the captions, we implemented a number of quality control mechanisms (summarized in Appendix section A).

For a random subset of assignments, we asked the following yes/no question: "Do you have close friends or family who are blind who you describe visual things to? (Your response will not affect the approval or rejection of your work.)" Importantly for this work, for every assignment, we included an open-ended question asking Turkers if they "have any suggestions, feedback, or general comments for us." These comments were collected to better understand workers’ experiences and, as discussed below, ultimately served as the foundation for our analysis in this paper.

In total, we crowdsourced five captions per image for 39,213 images [43]. Our collection of images came from users of the VizWiz mobile phone application [12]; this application was designed to empower people who are blind to submit self-taken images (paired optionally with questions) in order to receive image captions or answers from remote humans.²

3.2 Crowdwork Overview

3.2.1 Characterization of Turker Involvement. In total, 1,623 unique individuals completed at least one HIT. The cumulative time for this task was 3,736.04 person-hours (the equivalent of over 93 40-hour work weeks) and the captioning duration was 101.52 hours (i.e., 37 hours of work completed every hour). The median time for an individual worker completing the HIT (based on all assignments from all batches used to create the final dataset) was 235.322 seconds (3 minutes and 55.322 seconds).

We used this median to calculate the average pay for a worker on our HIT. The projected hourly rate is: (0.55 USD/HIT * 3600 sec/hr ) / (235.322 sec/HIT) = 8.41 USD/hr. As such, our average rate of pay is well above the standard average rate for similar crowdsourcing tasks [46, 87]. Of course,

²Photographers provided permission for their images to be used in dataset creation. No images with potentially private visual information were included.
Motivation: Your work will help to build smart systems that can automatically describe our visual world to people who are blind.

We ask you to: carefully review images taken by people who are blind, and then (1) describe the image as per the instructions, (2) say if there is any text in the image, and (3) select what (if anything) is wrong with the photographic quality of the image.

PLEASE NOTE: It is possible that some images could be meaningless, inappropriate, or offensive. This is because we cannot control what pictures are taken. Kindly use your best judgement for this task.

IMPORTANT: Please do not refresh the webpage once you have started working, as you will lose all your progress, and have to start at the beginning.

Fig. 1. Screenshot of the user interface used to crowdsource the collection of image captions

some workers will have taken significantly longer to complete this HIT, making their rate of pay noticeably lower. (We discuss this more in the Results and Appendix sections B.)

3.2.2 Caption Consistency. As discussed in Section 2.2, achieving a high consistency between captions for the same image remains a significant concern in using crowdsourced datasets to train AI algorithms. Overall, we observed a similar level of consistency between captions in our dataset as in the most popular captioning dataset [65] (which was built with the same basic crowdsourcing task design). More details on caption consistency are provided in Appendix section D.

3.3 Crowdworkers’ Comments

In total, 577 workers (roughly one third of all workers) submitted a total of 1,064 optional comments in response to our open-ended question asking workers if they “have any suggestions, feedback, or general comments for us.” In the dataset prepared for our qualitative analysis, each comment was linked with an anonymous ID (one single ID per each individual worker) but no other worker information was included. Additionally, neither the exact images that each worker worked on nor their generated captions were linked to the comments. This dataset was then compiled into a .csv file with the comments grouped together by worker ID, in descending order by number of comments provided by each worker. (Figures showing the number of comments per worker and number of words per comment are discussed in Appendix section C.)

4 METHODS

We next discuss our qualitative approach to thematically analyzing workers’ comments, including the contextualized set of questions that we developed to guide our analysis.

We used inductive thematic analysis [19] to qualitatively analyze all 1,064 comments in relation to our research question: What are crowdworkers’ reactions to creating image descriptions? This method can be especially valuable when first approaching an under-researched topic or when approaching data without the use of formalized theory [75]. Additionally, thematic analysis may be particularly appropriate for approaching qualitative data when researchers have some prior sense of relevant concepts but would still prefer to allow for the discovery of additional, contextualized themes [13].

In accordance with the first step of this approach, therefore, we conducted a preliminary review of the comments to understand their level of detail and the topics that workers discussed. Only 6 comments appeared to be some kind of error or were otherwise uninterpretable and another 14 were apparently random and/or intentionally unrelated to the task. (The latter were all from the same worker and consisted of phrases such as “Goldeneye for N64,” “Build the Wall,” and “Hi mom.”)

Drawing on the related work described above and our overarching research question, we then developed a set of contextualized questions for organizing our analysis of these comments:

• What challenges do workers express with understanding how to complete this task?
• What suggestions do workers have for improving this task?
• What kinds of explanations or clarifications do workers give about their work?
• Why do workers find this task rewarding or interesting?

In line with previous adoptions of this approach for analysis [37, 66, 81], two authors independently and inductively coded all comments at the comment level for both semantic and latent meaning. These authors then iteratively refined this list of codes together into themes connecting across the comments, then shared these themes with the other authors for finalization. We adhered to Braun and Clarke’s [19] 15-point checklist of criteria for good thematic analysis to improve the validity of our results.
This process successfully generated several significant qualitative themes. We have chosen to focus only on those themes most closely related to workers’ subjective experiences of the captioning task in this paper (and have set aside themes about challenges with flagging image quality issues and identifying the presence of text in images for future work).

5 RESULTS

We now discuss the results of our thematic analysis of worker comments. We identified key themes in relation to each of our contextualized questions, as well as some additional themes. In presenting these qualitative results, we provide a description of the predominant or important themes and include worker comments that illustrate these themes. Following previous work [74, 81], we additionally include counts (the number of comments that were coded under that theme) for several themes and sub-themes. We include these numbers “for the sake of illustrating internal coherency,” rather than “as representative or used for inference” [81].

5.1 What Challenges Do Workers Express With Understanding How to Complete the Task?

Many comments discussed specific challenges that workers experienced with the task. These challenges are broken down in sub-themes below.

5.1.1 Using the Task Interface. Workers discussed several issues with using the task interface itself. In particular, several comments discussed issues related to manipulating and viewing the images such as the ease of correctly zooming in and out on the images (5 comments) or of rotating or panning the images (2 comments).

Workers also identified “missing,” “blank,” “empty,” or “nothing” images (mostly images that failed to load) as an understandably significant challenge to completing the task (18 comments). For example, one worker commented that “there should be some way to report images that do [not] load.”

5.1.2 Navigating the Quality Control Restrictions. As discussed above, our task design included a number of quality control mechanisms that enforce task requirements that are similar to previous crowdsourced image captioning tasks. Many comments addressed challenges with understanding and navigating these restrictions. Workers were particularly frustrated with the inability to use periods for purposes such as serving as decimal places (as periods were disallowed due to the single-sentence restriction). In total, 23 comments discussed this limitation in terms of being unable to describe prices, decimals in numbers, abbreviations, web sites, and proper titles.

Similarly, several workers discussed the challenge of adhering to the minimum word length, for example:

There may be images where there’s important information that can be gleaned, but it may be hard to get to 8 words without adding filler words that you say should not be included.

One comment summed up the tension between the imposed limits of word count and sentence structure, saying, “The guidelines to have at least 8 words, but not more than a sentence, are silly.” In total, 14 comments discussed similar challenges in meeting this length requirement.

5.1.3 What Kind of Detail to Include. Workers also discussed challenges in determining which specific types of visual information they should be including in their descriptions. Workers expressed uncertainty about how to describe images including for colors (12 comments), light direction, nutrition information (2 comments), off-frame information (2 comments), and other sight-based

adjectives such as visual texture ("chrome"). Several comments additionally referenced the perspective either of objects within the image ("Should the orientation of everything in the picture in relation to one another be described?") or of the image more generally ("Should perspective be indicated, such as looking down or from a high vantage point?").

In order to help them determine which such information was relevant, many workers discussed a desire for additional context about the task itself. For instance, 2 comments discussed wanting to know whether the users of these images were totally blind or had low vision. Workers were particularly interested in knowing more about the purpose of the images or in receiving other context that might inform them about what level of detail would be appropriate (16 comments).

5.1.4 Handling Unfamiliar Content. Workers additionally expressed some challenges about how to indicate that they are uncertain about their interpretation of an image’s content. (This is distinct from being unable to describe an image due to image quality issues.) For example, one worker directly asked how to handle reporting this within the description, saying:

Is it possible to put something like, "A small blue suitcase is shown with WHAT LOOKS LIKE A BED to the left'? How do we mention something that we can’t tell what it is, but we know the main part of the picture?

Another worker asked,

Can we put something like, "What looks like a brown and white dog....", if we’re not sure it’s actually a dog or an animal?

These examples highlight the subjective nature of both interpretation and uncertainty in creating image captions.

5.1.5 Handling Potentially Objectionable Content. Finally, 5 comments discussed specific issues that workers had with what they felt was objectionable content. One worker apparently objected strongly to the presence of insects in the images, saying:

I would appreciate if you did not show bugs, spider, roaches, or other insects in the photos. That is gross!

Another worker commented:

Image 5 in this series shows a pretty nasty foot parasite; not sure if that’s something you want to include or not. It didn’t bother me, but it might bother someone else.

Other comments discussed the presence of (primarily illustrated) nudity and additionally suggested that workers should be warned about "adult content" in advance.

5.2 What Suggestions Do Workers Have For Improving This Task?

Workers not only discussed challenges and uncertainties related to completing the task, but also made suggestions about how the task might be improved. Below we have broken down such suggestions into sub-themes.

5.2.1 Include Positive Examples. Many workers expressed a desire for extra guidance on how to successfully complete the task. The most common such suggestion involved the researchers providing more (and specific) examples before starting the task. For example, one worker suggested:

It would have been good if you had given a photo along with a sample description, so [that] we have a better idea of [if] what we are writing complies with what you are looking for. Thanks!

Of these comments, 21 directly referenced a need for more examples specifically of the desired sentence structure. For example, one worker suggested:
It would be helpful to have a sample descriptive sentence to base our descriptions off of. It is difficult to start a sentence without the phrases "It is, this is a photo of, This is," etc.

In total, 104 comments referenced a desire for examples (or samples) of successfully completed tasks. Additionally, several comments emphasized that it would be particularly helpful to specifically include some positive examples for workers to model their own descriptions on, rather than only providing a list of "too many rules" of what not to do:

It told me what not to start with ("a picture of," for instance) but it was really vague on how to start the description.

Several comments additionally indicated that including both positive and negative examples in the task description could alleviate concerns about the risks involved in accepting the HIT again.

### 5.2.2 Provide Feedback to Workers on Their Work

Several comments expressed a desire for workers to receive more feedback after completing the HIT, especially so that their work can be most helpful or acceptable (19 comments). For example:

I would appreciate feedback on how I did on this HIT so that I can give good quality data in the future, including things I could have improved on. Thanks!

Several such comments indicated that workers were interested in specifically repeating this task but were uncertain that they would accept the HIT again without receiving feedback.

### 5.2.3 Other Suggestions to Improve the Task

Workers also provided a variety of additional suggestions for improving the task that addresses many of the themes discussed above. Several comments expressed a desire for more options within the interface for easily indicating different issues that were not directly related to "image quality", including indicating when an image is unrecognizable to the worker and flagging "inappropriate" content.

Similarly, one comment suggested that the task "should note what to do [if] no image loads at all" and other suggested adding "an extra area to differentiate images that are potentially broken from the images that are severely low quality."

Finally, several workers had suggestions about how to address issues with the sentence structure limitations imposed by the quality control mechanisms. For example, one comment suggested that the task be re-designed to "change the 'one sentence' rule to a character limit" while another comment suggested that the task should "use 3 sentences: Describe the foreground. Describe the midground. Describe the background. Light direction. Makes more sense than just trying to cram it all into 1 long run-on sentence."

### 5.3 What Kinds of Explanations or Clarifications Do Workers Give About Their Work?

Workers frequently included additional contextual or explanatory information about their thought process while completing the HIT. These explanations and clarifications are primarily focused either on providing explanations related to their description of specific images or on clarifying their previous knowledge of or experience with people who are blind.

#### 5.3.1 Image-specific Explanation

Several workers attempted to clarify what some object in an image might be (6 comments). For example, one worker commented:

The last image- I hate to use that copy [text] saying I can’t identify it, but I can’t tell what it is. I’m not sure if we’re supposed to guess; because if I had to guess I would say maybe it’s a TV screen with a video game on it, but I’m not sure if that would just be making something up.
While this example brings together many of the themes discussed above, it additionally demonstrates the intention of such explanatory comments to elucidate specific decisions made by the worker in the face of uncertainty.

Other such comments clarified why or how something had been labeled as text or why workers felt they did not know what a specific item was exactly. These voluntary, explanatory comments highlight workers’ extra efforts to understand the task and to have their responses be understood (and accepted).

5.3.2 Clarification Related to Helping People Who Are Blind. As we mentioned previously, some workers were asked if they “have close friends or family who are blind who [they] describe visual things to.” Several workers appear to have left additional clarifying information about their response to this question (14 comments). One worker specifically discussed the subjectivity in answering this question, saying:

I had a professor in college who I would help very rarely so I was putting "yes" to the above question, but I’m just realizing that was a long time ago and I only did that a few times. So I’m going to start answering "no" now.

An additional 4 comments clarify workers’ personal opinion on what might be useful to people who are blind, for example:

When I was in college, I met a woman who was legally blind. She could identify skin color. It was quite remarkable! Thus, the description should help the blind person to imagine the color of the object. This can be really encouraging for those who lost their sight after many years of enjoying images.

In this case, rather than asking for additional guidance on what kinds of details to include in the description (as in the examples in the sub-section above), the worker is discussing what kinds of information should be included. Interestingly, this worker’s previous experience helping a person who is blind does not seem to involve a close friend or family member.

Several workers similarly discussed their personal experience helping a person who is blind, but who was not directly related to them (7 comments). Some workers discussed their experience with progressively losing vision or having low vision themselves (5 comments). For example, one worker specified, “I myself am blind in one eye (from an inherited eye disease), with poor vision in the other,” while another commented, “I am slowly losing my sight and thank you for the work that you are doing in these surveys.” Several comments also discussed workers’ experiences with having a family member who is blind (10 comments). This kind of personal connection or interest in people who are blind additionally impacted workers’ motivations and interest in this task (as we discuss below).

5.4 Why Do Workers Find this Task Rewarding or Interesting?

Many comments seemed to comment positively about the task; overall, 81 comments expressed some variation of finding the task to be generally "good," "nice," or "wonderful." Many workers, however, were more specific about what they did or did not like about the task. We discuss themes related to workers’ perceptions of the task and their motivations for selecting this particular task below.

5.4.1 What Workers Liked About This Task. In total, 59 comments described workers "liking" the task, or finding the task "satisfying," or "enjoyable." Another 14 specifically discussed the task as "fun," while 56 comments described the task as "interesting." Several other comments addressed the images as a source of enjoyment, with 8 comments describing the images as "good" or "nice," and 10 comments specifying a "like" for the specific content of the images.
In addition to liking the task itself, some workers emphasized that the task was a "good idea," or that they "like the idea" (14 comments). One worker described the task as a "good language challenge" and another felt that the task appealed to their skillset "as a writer." Similarly, 2 comments discussed the value of having "learned something" while completing the task and another 2 comments describe the task as a "nice change of pace."

Finally, 5 comments discussed liking that the task was "simple," while one worker commented that the pay for the task "is good."

5.4.2 What Workers Didn’t Like About This Task. Workers also discussed several aspects of the task that they disliked or otherwise found unpleasant. Several workers felt that the task was "not as easy" as they had initially expected (4 comments), or that the task was actually "kind of hard" (3 comments). Similarly, workers commented that they felt that the length of time that they had to spend on the task was too great. One worker explained this issue in detail, saying:

There are too many images in one HIT, and it is very hard to get your head wrapped around what is expected and how to explain what is in the images to someone without sight. I believe that you will get a lot of people working very hard if you split up the images so [that] people are not taking so much time to complete more difficult ones, which will be dragging down the [overall] time. I spent nearly 25 minutes on this one HIT. I hope that you can adjust something to make it a bit more worthwhile. Thanks!

This example also highlights how taking excess time can reflect the heavy cognitive load that some images bring or the struggle that some individuals may have with tasks that are more open-ended.

Related to concerns about the length of the task is Turkers’ sense of fair pay for their work. In total, 10 comments discussed workers’ perceptions of being underpaid, especially in consideration of other elements of the task. One worker summed up this tradeoff, saying:

This HIT is grossly underpaid for the work time. Also [it is] difficult to describe things with so many rules [in place], [which] also puts a fear of rejection when you have so many rules. [T]hus, I’m only going to do 1 for now to see if I [did] it right.

In total, 8 comments directly addressed the fact that rejection is risky for workers. One comment particularly describes workers’ tension of wanting to participate in this particular task, but being afraid of rejection:

I want to continue working on these tasks, but I’m not quite sure if I’m doing it right or meeting expectations. It makes it risky for Turk workers to accept the job because if it is rejected, our approval rating goes down. I was willing to take the risk because I love what this project is doing and want to be a part of it, but I do see the undesirable aspects that may come from these hits based on a lack of understanding in the instructions.

This example additionally highlights how many workers described being specifically interested in (and deliberately selecting) this task.

5.4.3 Why Workers Chose This Specific Task. Beyond describing aspects of the task that they liked and disliked, workers also commented on aspects of this particular task that appealed to them or made them want to continue. For example, some workers commented that they were "proud" of participating in this task (2 comments), or that they found the task to be an "honor" or "humbling" (2 comments). Other workers felt that the task is "important" (6 comments) or that the work is "useful" (5 comments). More specifically, some workers commented that they would like to "help people", "feel good" to help people (5 comments), or that they were "glad to help" (8 comments). One worker additionally commented that they wanted to "promote inclusion."
Beyond these somewhat more general motivations, many workers directly related their motivation for this task to the project’s focus on people who are blind. In total, 16 comments discussed workers’ appreciation for being able to help people who are blind. One worker commented:

This task is quite interesting! I work with blind people daily and I like knowing this might help with new technologies for them.

Similarly, another worker commented:

I’d love to know a description about more of what this project is for. Is it related to "Be My Eyes"? I love this; wish my grandmother had been around for this.

In addition to expressing a personal connection to the task, this worker indicated interest in knowing more about the specifics of the research project.

Finally, a deeply personal connection can be a powerful motivator for completing these tasks with a deep level of care and specificity. As one worker described in detail:

This project means a lot to me—raised by an artist grandmother, and caregiving for a Papa with no frontal vision and fading peripheral vision. [...] How do I know that the air duct in picture 2 is for heating and not air conditioning? Because I have spent most of my life in construction, as did Papa. Describing something to someone over the phone that you know and that has the same basic knowledge you do is much different than describing something to a stranger, blind or not. Another friend’s father was blinded while working as a carpenter. He and I have much the same basic knowledge (I went into Electrical), but what about the random person walking into a gallery? Just how much detail do you want? (PS-love the racecar in picture 5 "Home Depot"—I’m there nearly every day.)

As is the case with this example, such lengthy and detailed comments were most common when workers also discussed having some personal connection or experience helping people who are blind. Moreover, this comment highlights the additional satisfaction that crowdworkers may feel when they are able to apply specific domain knowledge or work experience to the captioning task.

Workers additionally discussed being personally interested in doing more such tasks (5 comments) and wanting to know more about this project (3 comments). Additionally, 3 comments directly invited the researchers to contact them to follow up or to share more tasks.

5.5 Other Themes

A total of 25 comments contained miscellaneous references to specific image content, such as "I would like to purchase one box of such biscuit." Several workers expressed that they had “tried very hard” or "tried their best" (15 comments), and a couple of comments asked if workers could do "more than one" HIT. Additionally, as many of the above comments indicate, workers were generally quite polite. A total of 184 comments thanked us in some way, while 21 comments wished us luck with the project and another 11 simply said hello or wished us a good day/night.

Finally, 55 comments expressed a theme of concern or the expression, "I hope this is what you are looking for" or "I hope this helps." Other variations include: "hope I’m doing this right," “hope this works,” "hope this is what you need," "I hope I helped," “hope this is helpful,” “I’m hoping you get results that you want to find out of us doing these for you,” and "I hope my descriptions help someone!” We combined these similar comments into a single theme because it was often impossible to determine who the intended "someone" was who was hopefully being helped—just as it was difficult to determine who the descriptions were hopefully “working” for—requesters versus people who are blind.
6 DISCUSSION

We now discuss some implications of our findings for captioning images for people who are blind, creating large-scale datasets for the AI community, and crowdsourcing to support accessibility.

6.1 Creating Image Captions for Real Users (e.g., People Who Are Blind)

Our findings in Section 5.1 highlight a gap in how some Turkers understand the interests of users who are blind. Although many Turkers wanted to provide caption information that would be specifically useful for people who are blind, they did not always know what information to include. Some of the clarifications requested by Turkers about how to create good captions parallel cutting-edge research (summarized in Section 2.1). In particular, our findings support recent studies examining the level and type of detail that blind users want in image captions for images found online [78, 94].

Our findings also expose challenges for human captioners that have not been discussed in prior work. In particular, Turkers were interested in knowing how to describe aspects such as color, nutrition information on food labels, relational context between objects observed in an image, the vantage point in which the picture was taken, and how much inferred knowledge to share about what cannot be seen in a poorly-framed image.

Accordingly, we believe a valuable direction for future work is to directly interview users of captioning services for the blind about what makes a caption most useful to them for their own images. With such knowledge, AI researchers might refine caption collection tasks to better address these interests and, ultimately, create algorithms that better serve these real users. Such efforts would reinforce the aims of user-centered (e.g., [5]) and participatory design (e.g., [93]), which have long advocated for greater inclusion of diverse users within design processes.

6.2 Addressing Issues with the Image Captioning Dataset Creation Process

As discussed in Section 2.2, we adapted our captioning task design directly from a task design introduced in 2013 [49] that has since been employed by many research groups [7, 28, 49, 106]. Our findings (specifically, Sections 5.1 and 5.2) reveal crowdworkers’ frustrations with this task design and guidance for how to improve it.

We believe that some of our findings about the limitations of the captioning task design emerged because, unlike prior work, we employed a novel set of pictures taken by real-world users of captioning services. Previous work typically used a constrained collection of pre-filtered images curated from the internet, around a relatively limited set of topics [7, 28, 49, 49, 106]. One possible difference of our dataset is that many images contain content that requires incorporating decimal points to describe (e.g., thermometers and money). Turkers’ comments revealed a need to distinguish between decimal points and periods; initially, our task design enforced a quality control mechanism that limited the caption to one sentence by permitting one period at most (but the task did not distinguish between periods and decimal points). Another distinction of our HIT is that Turkers likely sought more regular and advanced use of image manipulation tools (e.g., image rotation, panning, zoom) in order to make sense of the image content because many images were lower quality (since users who are blind cannot verify the quality of their images).

Our findings offer strong evidence that the basic captioning task design, which has seemingly become the status quo for caption collection, will need to continuously evolve in order to be inclusive of the diverse types of visual data that real users could want captioned. As a first step to support this evolution, we will publicly share the code to our final crowdsourcing system design along with the crowdsourced captions and Turkers’ anonymized comments:

https://vizwiz.org/tasks-and-datasets/image-captioning/. We expect that new limitations of the task design will continue to emerge as researchers expand the focus of image captioning tasks to include a more diverse collection of images, including: memes, data visualizations, technical figures, anime, pictures from robots, and pictures taken using wearable devices.

Our own experience with adapting a well-established task design reinforces the importance of recent work within the crowdsourcing research community that advocates for collaboration across stakeholders in order to accomplish effective, iterative task design for crowdsourcing tasks [18]. In our case, four pilot studies with random samples from our image collection were not sufficiently comprehensive to capture the long tail of limitations that we would discover. Rather, new issues were identified through our continuous monitoring of worker feedback. Our findings underscore the importance for the AI community to update the status quo to include collecting and sharing worker feedback as an integral part of publicly-shared training datasets.

6.3 Instructing Crowdworkers for Dataset Creation Tasks for the AI Community

As discussed in the Dataset section, our task introduced instructions to the standard captioning task design indicating that crowdworkers would "help to build smart systems that can automatically describe our visual world to people who are blind." Our findings reveal that some workers connected meaningfully with this motivation, commenting that they "like knowing this might help with new technologies for them." However, such responses do not fully indicate the extent to which workers understood either the nature of dataset creation to improve image captioning algorithms or how such "smart systems" will be used by people who are blind—as exemplified by comments such as "I'd love to know a description about more of what this project is for. Is it related to 'Be My Eyes'?".

In retrospect, some of the ambiguity found in such comments is likely related to a lack of clarity in who the intended target audience was. Telling workers that their work would "help to build smart systems that can automatically describe our visual world to people who are blind" does not give them much ability to understand either the algorithm development process or the needs of users who are blind. While the photo-takers and the caption-receivers for this research are theoretically the same group (users who are blind), there are actually multiple other user groups who utilize workers’ captions: the immediate research team and the larger research community who will be using the captions. Workers likely were somewhat confused about what audiences and uses to tailor their captions to. This confusion is perhaps reflected in the frequency of comments that express "I hope this is helpful" or "I hope it helps someone."

Our findings underscore the need for a focused examination of the trade-offs of how much information to include in task instructions for crowdworkers creating datasets that will support algorithm development, including in areas beyond image captioning tasks. Potential areas of information include (1) providing more details about requesters’ acceptance/rejection criteria; (2) explaining that workers’ contributions will be used to build automated systems that might replace their annotation efforts in the future; (3) clarifying how such future automated systems differ from existing services (e.g., Be My Eyes); and (4) detailing for whom such automated systems are being built (e.g., providing personas of target users). While much previous work on designing crowdsourcing tasks has focused on (1) (e.g., [74]), our findings suggest that the other areas of information would benefit from greater consideration when designing tasks intended to leverage crowdworkers to support AI development (e.g., via A/B testing).

Such strands of consideration should examine both ethical and practical trade-offs that are relevant to the broader AI and crowdsourcing research communities. For instance, is it ethical to employ workers in contributing to automated systems that may ultimately replace their efforts without informing them of this potential outcome? What are the appropriate levels of detail and explanation for conveying the motivation of a dataset creation task in order to mitigate confusion...
from some crowdworkers? These considerations are particularly applicable to the many researchers who are creating large-scale, human-labeled datasets to support algorithm development.

### 6.4 Considering the Trade-offs of Open-Ended Captioning Tasks

Our findings also highlight that part of Turkers’ confusion about our HIT stems from its open-ended nature. While an open-ended approach to this captioning task design has been used since 2013 [49], the nature of this approach may cause workers to struggle unnecessarily with deciding what types of information to convey and what level of detail to provide. Accordingly, another way to reduce workers' confusion (in addition to clarifying the task instructions) could be to reduce the open-endedness of such tasks.

One solution may be to provide workers with a more specific list of visual information to discuss. Such close-ended approaches might potentially even go so far as to provide a fixed checklist instead of a free-text box. Alternatively, templates could be created that, for example, identify what types of content to insert when constructing a sentence [77, 107]. Such approaches “prime” workers towards certain work outcomes by giving them examples.

As an alternative to both open- and closed-ended approaches, task designers might consider developing novel “middle-ended” approaches to generating captions. For example, the task could begin by presenting workers with a small set of vignettes taken from user studies done with people who are blind. Such vignettes might describe different scenarios and uses for captions (including the appropriate level of caption detail) based on the experiences of people who are blind. Of course, this approach opens up a different challenge of how to reduce the wide diversity of visual interests of a user population into a few meaningful vignettes.

On a higher level, it is important to note that what makes a “good” caption for users who are blind may not be ultimately deemed synonymous with what is deemed a “good” caption for AI researchers (as discussed in section 2.3). Our findings support previous work indicating that workers’ subjective, different interpretations may be desirable [8, 10, 25, 42, 78, 101, 103].

### 6.5 Engaging Crowdworkers in Accessibility-Related Tasks

An aspect of our findings that we did not anticipate centers on the demographics of workers on AMT. While extensive literature discusses various social and economic demographic characteristics of Turkers [31, 46], our work is the first study (to our knowledge) to discuss the familiarity of the AMT crowd with the interests/needs of people who are blind. We were surprised to learn that many Turkers expressed intimate familiarity with this population (via marriage, profession, family, personal experience, etc.). Moreover, through this work, we initiated a continued correspondence with numerous workers who were eager to contribute to follow-up studies supporting people who are blind. Accordingly, crowdsourcing on AMT has proven to be a useful platform for recruiting allies of people who are blind to engage in research. This may complement previous work, which found that volunteer workers with a range of personal experience with assistive technologies contribute to collaborative efforts to design and improve such technologies [21, 50, 82, 86].

### 7 CONCLUSION

In the pursuit of automated AI solutions to scale up impact, we should not forget about the crowdsourced labor currently working “behind the scenes” to generate large datasets. While human crowdworkers are well suited to contribute, they understandably would like significant context for navigating the complexity of subjectivity in performing the tasks. Our findings are relevant both to improving the quality of the data generated by such tasks, as well as to improving the experience for workers. Better supporting crowdworkers in performing such tasks is not only an ethically and socially valuable goal in itself, but helping them to do better work can also create a virtuous cycle.
whereby workers will be encouraged (and will encourage others) to continue successfully performing similar tasks in the future.

Looking beyond the specific area of image captioning, the approach of integrating worker feedback as a necessary step in dataset creation can potentially be generalized to a variety of fields. Complementary ways for future work to solicit worker feedback include employing detailed ethnographic and observational studies of workers in order to generate real-time data about their experiences, as well as developing large-scale surveys to gain additional understanding of workers’ experiences. Ultimately, refining the design of such tasks to better support workers’ needs and goals can allow them to “do their best,” especially when workers “hope [their work] is helpful.”

ACKNOWLEDGMENTS

We gratefully acknowledge funding from Microsoft and thank the anonymous crowdworkers for their significant contributions to this effort. We also thank the anonymous reviewers, Meredith Ringel Morris, Ed Cutrell, and Besmira Nushi for their valuable feedback and discussions about this work.

REFERENCES

Alexandra Eveleigh, Charlene Jennett, Ann Blandford, Philip Brohan, and Anna L. Cox. 2014. Designing for dabblers

Enrique Estellés-Arolas and Fernando González-Ladrón-de Guevara. 2012. Towards an integrated crowdsourcing


[76] Margaret Mitchell, Xufeng Han, Jesse Dodge, Alyssa Mensch, Amit Goyal, Alex Berg, Kota Yamaguchi, Tamara Berg, Karl Stratos, and Hal Daumé. 2012. Midge: generating image descriptions from computer vision detections. In


A CAPTION QUALITY CONTROL

Prior to the qualitative analysis conducted on the worker comments, several quality control mechanisms were employed to enhance the quality of the image captions. These quality control mechanisms are discussed in more detail in a related publication about the image caption dataset [43].

During the task, workers were prevented from submitting captions that did not meet the following criteria: (1) at least 8 words in the description, (2) not more than one occurrence of a period followed by a space (in order to restrict workers to providing a single, complete sentence), and (3) description does not begin with "There is," "There are," "This is," "These are," "The image," "The picture," "This image," "This picture," "It is," or "It’s."
As an additional quality control mechanism, we manually reviewed a subset of the captions generated by specific workers. The qualifications used to determine which Turkers’ captions to review include:

- Workers who were a statistical outlier in time-to-submit by 1.95 times the standard deviation of all results (i.e., taking either very little or very much time to complete the task)
- Workers who had CAPS LOCK enabled for more than half of the caption text
- Workers who used the pre-formulated text (“Quality issues are too severe to recognize visual content”) for more than half of the images that they captioned
- Workers who were the only one to either use or to not use the pre-formulated text for a given image
- Workers who used words like “quality”, “blur,” and “blurry” (not including the pre-formulated text), and so may not have been focusing on the content in the image
- A random sample from all results

After such review, we rejected a total of 992 assignments that were submitted by 18 different Turkers. (A rejection also means that the Turker did not get paid for that assignment.) Each rejected assignment also received an explanatory message.

Of these rejected assignments, 548 were submitted by a total of 8 Turkers whom we considered to be potentially problematic and blocked from participating in subsequent tasks. These Turkers were given a message such as, “We’re sorry to REJECT your work, as you constantly SPAMMED our HITs by entering garbage captions. We had no other choice but to BLOCK you from accepting our HITs in the future.”

Due to the anonymization of the comment dataset and its separation from the worker captions, comments from these 8 Turkers may be included in our analysis; we decided not to distinguish whether or not any such comments were of lesser "quality" than other Turkers’ comments. Accordingly, our final dataset of worker comments might still contain "spam" or "bot" submissions.

### B CROWDWORKER EFFORTS

Figure 2 shows the number of images that workers took the same approximate amount of time to caption, with a noticeable number of images taking more than 220 seconds. Although most images apparently required less than 65 seconds to caption, a significant number of images required 2 or even 3 times more time (and presumably, more cognitive effort).

Figure 3 shows the distribution of the number of crowdworkers who completed a similar number of total HITs. The vast majority of workers completed fewer than 20 HITs, while the 31 workers completing over 200 HITs are apparently outliers (and may represent bot activity).

Together, these two figures can be used to gain an overall impression of worker effort on the captioning HIT, as well as distributed compensation for the task.

### C FREQUENCY OF CROWDWORKERS’ COMMENTS

Figure 4 shows the overall distribution of the number of comments with a certain number of words. While almost half of all comments (521) consisted of fewer than 7 words (median=7 words), the remaining comments likely contain more substantive feedback than would be provided by a bot. As shown in Table 1, most repeat commenters only commented twice and the most prolific commenter provided 128 comments (representing a significant outlier and potentially a bot).
Table 1. Number of Comments Made By Workers

<table>
<thead>
<tr>
<th>Number of Workers</th>
<th>Number of Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>404</td>
<td>1</td>
</tr>
<tr>
<td>110</td>
<td>2</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>1</td>
<td>128</td>
</tr>
</tbody>
</table>

D CAPTION CONSISTENCY

The "specificity score" measure assesses the similarity of captions generated by different human workers for the same image [53]. Each image is given a score between 0 and 1, with 1 indicating perfect caption consistency.

Figure 5 shows the number of images in our dataset with a particular specificity score. The 1,000 images clustered at the score of 1 are images for which all workers used our pre-formulated text. For comparison, Figure 6 shows the number of images in the MSCOCO dataset with a particular specificity score (only including MSCOCO Val Set due to the larger size of the dataset).
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