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Al image captioning challenges encourage broad participation in designing algorithms that automatically
create captions for a variety of images and users. To create large datasets necessary for these challenges,
researchers typically employ a shared crowdsourcing task design for image captioning. This paper discusses
findings from our thematic analysis of 1,064 comments left by Amazon Mechanical Turk workers using this
task design to create captions for images taken by people who are blind. Workers discussed difficulties in
understanding how to complete this task, provided suggestions of how to improve the task, gave explanations
or clarifications about their work, and described why they found this particular task rewarding or interesting.
Our analysis provides insights both into this particular genre of task as well as broader considerations for
how to employ crowdsourcing to generate large datasets for developing Al algorithms.
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1 INTRODUCTION

An increasing number of services have emerged over the past decade to provide greater access to
the wide range of visual information that surrounds us, often in the form of image descriptions or
captions (we use these terms interchangeably). However, a serious challenge for these services is
how to handle the enormous number of images that exist. Accordingly, while many captioning
services are provided by remote humans [1, 3, 99, 111], the artificial intelligence (AI) community
has recently begun developing algorithms that generate such image captions automatically as a
faster, cheaper, and more scalable solution.

Successfully delivering automated captioning services is predicated on establishing large-scale
datasets for training and evaluating the algorithms. Accordingly, over a dozen publicly-shared
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captioning datasetst], 27, 28 32, 36 38 47 49 57,58 85 91, 105 106 119 have been created over
the past decade. The primary aim for the introduction of new datasets is to train algorithms to
handle a greater diversity of both images and use cases.

Captioning datasets are often built with great involvement from crowdworkers recruited from
Amazon Mechanical Turk (AMT)32 49, the world's largest crowdsourcingplatform. On this
platform, individuals and organizations ("requesters") can post a variety of human intelligence tasks
("HITs" or "assignments") for anonymous workers ("Turker2j][to complete. The crowdworkers
are hired to support dataset creation by creating the descriptions of images.

Our goal in this paper is to better understand the perspective of the Turkers who are generating
the captions for these large-scale datasets. We expect that these Turkers could o er signi cant
insights into both what is going well and what is going poorly with such captioning tasks if only
there were a way to let us know.

Accordingly, we collected 1,064 comments from Turkers who completed an image captioning HIT.
Turkers were shown images taken by people who are blind and told that their image descriptions
were intended to "help” people who are blind. Our thematic analysis of their comments is guided
by the research questioWhat are crowdworkers' reactions to creating image descriptions?

Our ndings reveal several limitations in the current widely-used approach for crowdsourcing
image captions. Most limitations emerged due to our novel use case of assisting people who are blind
to recognize content in self-taken images. Turkers experienced challenges both in understanding
what people who are blind want described and how to handle unique characteristics of images taken
by people who are blind (e.g., many are low quali§(]). We also identify the open-endedness of
the captioning task as a signi cant challenge. We o er recommendations for how to better specify
the image captioning task for Turkers, as well as for better supporting the speci ¢ use case of
people who are blind in learning about their self-taken pictures.

In the following sections, we begin by reviewing the relevant literature. Next, we describe our
dataset and the qualitative methods that we used to analyze it. We then report the results of this
analysis and the broader implications of our ndings for image captioning dataset creation for Al
and using crowdsourcing tasks to support people who are blind. Finally, we share our conclusions.

2 RELATED WORK

We begin by reviewing related literature about services for delivering image captions to real
users, as well as on approaches for developing large-scale datasets to support the development of
image captioning algorithms. We then discuss an important gap in the existing literature on image
captioning tasks: understanding and improving the experiences of crowdworkers.

2.1 Image Captioning Services for Real Users (i.e., People Who Are Blind)

Numerous image captioning services support people who are blind to learn about visual information.
Some such services employ fully-automated solutions to describe digital images, such as those
embedded in social media platforms (e.g., Faceb88kl[09 and Twitter [97]) and in productivity
applications (e.g., Microsoft's PowerPoir@d). Other services rely directly on humans to describe
visual content [L 3, 16, 89 99 111; for example, by asking captioners to describe digital images
that people who are blind have takerif]. These human captioners range from heavily-trained
workers (e.g., Aira [2]) to untrained volunteers (e.g., Be My Eyes [4]).

1While the term "crowdsourcing” is frequently used to encompass a number of di erent practiéds growdsourcing can
broadly be understood as an "online, distributed problem-solving and production model" [14].
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While it is clear that real users (i.e., people who are blind) desire image captioning serddgs [
only a few studies have focused on understanding the motivations of human captioners to sup-
port these servicesl[7, 63. Accordingly, our research complements prior research by revealing
crowdworkers' perspectives of performing this important work.

2.2 The Critical Foundation of Image Captioning Algorithms: Large-Scale,
Human-Annotated Datasets

A key inspiration for the development of image captioning algorithms is to improve the overall
accessibility of images for people who are blind. Currently, the standard approach for developing
such algorithms is to train them to describe images as a human would by showing them many
human-captioned images. Such "training" datasets often are built with crowdsourced labor.

Many of the popular captioning datasets in the Al community were created using the same
basic crowdsourcing task design. This task design, rst developed in 2033.Dg, remains the
standard approach7, 2§. One concern about crowdsourced datasets built using this standard task
design is that captions for the same image generated by di erent people can vary considerably
[53 99. This variance makes it di cult to know what to teach algorithms and how to evaluate
algorithm-generated captions.

While prior research into the issue of caption variance has focused on quantitatively character-
izing its prevalence (e.g.5B 99), our qualitative analysis of crowdworkers' feedback about the
captioning task provides a ner-grained understanding why the variance may occur. In doing so,
our ndings are situated in the broader landscape of crowdsourcing research that seeks to better
understand "inter-worker" variability (e.g.8[ 42 9Q). This understanding is a valuable precursor
to supporting collaborative work and decision-making that can mitigate or even support such
variability [24, 26, 54, 101].

More generally, to our knowledge, no prior work has examined feedback from crowdworkers
about this standard captioning task design. Yet, gathering and analyzing worker comments to
iteratively improve task design has long been encouraged within the broader crowdsourcing
community (e.g.,T1, 73). Our work lls this gap by summarizing crowdworkers' direct comments
about completing the image captioning task and by suggesting improvements to the task design.

2.3 Defining a "Good" Caption

A necessary part of training and evaluating captioning algorithms is establishing a de nition for
what makes an image caption "good" or successful. As mentioned above, some de nitions assume
that a "good" caption is one where multiple captions produced by independent people for the same
image are similar (i.e., low variance)3 9. Other de nitions o er relatively vague guidance,
including: accurately describe the imageéd 49, 59 60 64, 76, be grammatically correct32, 60

76, 104, lack incorrect information [7§, be creatively constructedd4], and seem human-like7g.

While some de nitions focus speci cally on creating "good" captions for people who are bl®d [
11,2279 84,94, 95 10Q 10§, only a few studies directly integrate preferences reported by people
who are blind P4. To our knowledge, our work is the rst to identify crowdworkers' questions
and concerns about how to create good image captions especially for people who are blind.

2.4 Understanding and Integrating the Experiences of Crowdworkers

While our work complements prior e orts to crowdsource image captions, our work is more
broadly situated in the research about understanding the complexities with crowdsourcing (e.g.,
[56, 62, 73]).
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2.4.1 Understanding Crowdworkers' Motivati®tisvious research has examined crowdworkers'
reasons for performing various crowdsourcing taskg[92 11q. Workers are frequently motivated

by extrinsic factors such as payment, job-market signaling, competence development, and fostering
social a liation [ 83. Intrinsic motivations can also be a signi cant factor in workers' decisions

to select speci ¢ tasks§3 and to submit more work 3. For example, workers performing
citizen science and scienti ¢ crowdsourcing tasks are often highly motivated by intrinsic factors
[23 34, 68 69. Workers frequently balance di erent motivations simultaneously, such as the
external motivation to make money and the internal motivation to develop one's creative skills
[15].

Our work is most related to prior work that examined workers' motivations around providing
captions (speci cally intended to support people who are blind) for images embedded in digital
learning resourcesdd. This work focused on comparing only two motivating factors for captioners:
monetary pay and altruism. In contrast, we present a range of motivations that crowdworkers
described for creating image captions for people who are blind. Additionally, we focus on under-
standing workers' motivations for a novel task that consists of 1) describing images taken by people
who are blind, in order to 2) explicitly contribute to the development of Al algorithms that can
automatically caption images.

2.4.2 Social and Ethical Issues in CrowdsourSiengral researchers have emphasized the need to
more deeply consider the "ethics and values of crowdwoiKl][ especially as it becomes a signi cant
source for invisible and underpaid laboB$, 45 51]. This area of research has produced a rich
qualitative description of Turkers' experience&( 44, 61, 70, 103, including through ethnographic

[40 71, 72, 88 approaches. This work highlights issues such as power imbalances between the
higher social and socioeconomic status that requesters have compared to TurkBim{d Turkers'
need to develop task-speci c skills while "on-the-job" so that their work will be compensated
[29, 55, 74].

Our work builds on such prior research and calls for designers to more closely attend not only to
the design ofobjectsuch as crowdsourcing tasks and captioning algorithms, but also to the wider
experiences of thpeoplevho use them $2. In doing so, our ndings complement recent research
focused on encouraging requesters to collaborate directly with crowdworkers in order to improve
task design 1.8 67] in our case, speci cally for improving the task design for building large-scale
datasets to support algorithm development.

3 DATASET

We now describe our dataset of crowdworkers' feedback about completing an image captioning
task. We begin by describing the AMT HIT we deployed to simultaneously crowdsource image
captions and Turkers' feedback about the task. Then, we describe our deployment of this HIT and
post-processing of the Turkers' comments. Finally, we characterize our resulting dataset of Turkers'
comments that we use for our qualitative analysis.

3.1 Collection of Captions with Comments

Observing that people who are blind are the primary audience for image captioning services, we
sought to develop a novel large-scale captioning dataset that represents a real use case for these
users. As discussed in Section 2.1, people who are blind currently share self-taken images in order
to learn about their visual surroundings. Accordingly, our HIT engaged Turkers in captioning
images taken by people who are blind in order to better design algorithms for this use case.

3.1.1 Basic Task Design for Crowdsourcing Capflorgenerate this large-scale dataset of captions
paired with Turker comments, we adapted the most popular image caption collection framework in
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the Al community (discussed earlier in Section 2.2). The task includes the following basic elements:
presentation of one image to caption at a time; a set of instructions on how to "describe the image,"
including a short list of things to do (e.g., include at least 8 words in the description) and things
NOT to do (e.g., speculate about what people in the image might be saying or thinking); and a text
entry box for workers to input their image descriptions.

3.1.2 Our Additions to the Basic Image Captioning Task D¥g#gdesigned our captioning task
to support the use case of providing people who are blind with captions for images they take. A
screenshot of our nal task design is shown in Figure 1.

Our task design was developed iteratively through four pilot studies, in consultation with
accessibility experts at Microsoft. We introduced several modi cations to the standard task design.
First, workers were noti ed at the beginning of the HIT that "[their] work will help to build smart
systems that can automatically describe our visual world to people who are blind." We intended
this text to provide insight into the motivation for our task. Second, we augmented the instructions
with the following guidance: "describe all parts of the image that may be important to a person who
is blind. E.g., imagine how you would describe this image on the phone to a friend." Third, workers
could use a pre-formulated description to indicate when image quality issues made it "impossible
to recognize the visual content (e.g., image is totally black or white)."

3.1.3 Caption and Comment Collection on AMYaccelerate collection for our large-scale caption
dataset, we included ve images per HIT, with "next" and "previous" buttons allowing Turkers to
move between images in the task. To improve the overall quality of the captions, we implemented
a number of quality control mechanisms (summarized in Appendix section A).

For a random subset of assignments, we asked the following yes/no question: "Do you have close
friends or family who are blind who you describe visual things to? (Your response will not a ect
the approval or rejection of your work.)Importantly for this work, for every assignment,
we included an open-ended question asking Turkers if they "have any suggestions, feed-
back, or general comments for us.” These comments were collected to better understand
workers' experiences and, as discussed below, ultimately served as the foundation for our
analysis in this paper .

In total, we crowdsourced ve captions per image for 39,213 imagek Our collection of images
came from users of the VizWiz mobile phone applicatidr# this application was designed to
empower people who are blind to submit self-taken images (paired optionally with questions) in
order to receive image captions or answers from remote humans.

3.2 Crowdwork Overview

3.2.1 Characterization of Turker Involvemémtotal, 1,623 unique individuals completed at least
one HIT. The cumulative time for this task was 3,736.04 person-hours (the equivalent of over
93 40-hour work weeks) and the captioning duration was 101.52 hours (i.e., 37 hours of work
completed every hour). The median time for an individual worker completing the HIT (based on
all assignments from all batches used to create the nal dataset) was 235.322 seconds (3 minutes
and 55.322 seconds).

We used this median to calculate the average pay for a worker on our HIT. The projected hourly
rate is: (0.55 USD/HIT * 3600 sec/hr) / (235.322 sec/HIT) = 8.41 USD/hr. As such, our average rate
of pay is well above the standard average rate for similar crowdsourcing ta$gs3[7]. Of course,

2photographers provided permission for their images to be used in dataset creation. No images with potentially private
visual information were included.
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